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Abstract 

 This study aims to analyze the factors Influencing the academic achievement of students 

at Rajaprachanugroh 1 School using the Association Rule Mining technique. The data used in this 

study includes basic student information and academic achievement records of primary school 

students from grades 1 to 6. These data were processed through a data preparation process, 
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which involved removing incomplete rows, selecting only the essential variables, and converting 

numerical data into nominal data, to ensure compatibility with the association rule analysis. The 

researcher utilized the MLxtend library in Python to generate association rules. The rules were 

then ranked based on Lift, Confidence, Support, Leverage, and Conviction to assess their 

significance and reliability. The analysis revealed that the top 10 association rules for each 

academic achievement level were strong and reliable, with Lift and Conviction values greater 

than 1 and Leverage values greater than 0. The association rules identified key factors influencing 

students' academic achievement, including gender, health, family income, and family structure. 

The findings from this study can be used as a basis for improving teaching methodologies, 

developing educational support plans, and designing interventions for students at risk of low 

academic achievement. 
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procedure:  association_rule_mining(grade, dataset) 

input:   grade: A specific level of academic achievement under consideration 

    dataset: A table containing all relevant data  

output:  rules: A table of sorted association rules where the right-hand side (RHS) contains only the grade  

 

# Step 1: Define minimum support and confidence thresholds 

min_support := 0.1 

min_confidence := 0.1 

 

# Step 2: Find frequent itemsets using the Apriori algorithm 

freq_itemsets := apriori(dataset, min_support) 

 

# Step 3: Generate association rules from frequent itemsets 

# Rules are returned as a table with lift, confidence, support, leverage, and conviction values 

rules := generate_association_rules(freq_itemsets, min_confidence) 

 

# Step 4: Filter rules to keep only those where RHS contains only 'grade' 

rules := filter_rules_by_rhs(rules, grade)  

 

# Step 5: Sort the rules based on multiple criteria (lift, confidence, support, leverage, conviction) 

rules := sort_rules(rules, criteria_order=["lift", "confidence", "support", "leverage", "conviction"])  

 

# Step 6: Return the sorted rules 

return rules 
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