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Abstract—In this article deals Memory based sampled-data 

control with coupling terms (MSDC) to analyze the passivity 

and anti-synchronization of inertial neural networks (INNs). In 

addition, Lyapunov-Krasovskii functional (LKF), enhanced 

inequality techniques, designed feedback controllers, and linear 

matrix inequality (LMI) are used to provide the conditions that 

guarantee passivity and anti-synchronization between 

uncontrolled and regulated systems. To demonstrate the 

viability and validity of the suggested methods and standards, 

an example is provided at the end of the study. 

Keywords—synchronization, sampled-data control, inertial 

neural networks, linear matrix inequality 

I. INTRODUCTION 

Neural networks have garnered more and more attention 
from academics in the past several decades. In particular, a lot 
of research has focused on inertial neural networks (INNs), 
which are thought of as engineering systems. For instance, the 
concept of inertia contributes to the understanding of how 
neurons interact with their quasi-active membranes and squid 
axons. Particularly referring to the passivity and anti-
synchronization of these networks, the dynamic behaviors of 
INNs are essential for improving coordination and efficiency 
in information interchange and task cooperation [1],[2],[3]. A 
number of important results on the synchronization and 
passivity of INNs have been achieved recently.   

Recently, synchronization and passivity analysis have 
been studied in connection with a range of control strategies 
[4]. Coupling terms with memory sampled-data control 
(MSDC) have attracted a lot of attention as digital 
technologies have developed and control networks with 
coupling components have enhanced their communication 
systems [5],[6],[7]. MSDC has the benefit of requiring less 
maintenance and transmission bandwidth because it can only 
update the controller at predefined sample intervals [8]. The 
authors have examined several remarkable outcomes 
involving the synchronization of MSDC, and more study is 
necessary to address the issue of anti-synchronization analysis 
using MSDC research methodologies. 

Based on the author's information, much research hasn't 
been done on the combined MSDC, passivity and anti-

synchronization analysis of INNs. To sum up, the following 
are the main contributions made by this paper: Using memory 
sampled data control (SDC) with coupling terms, it (i) 
examines INNs and incorporates a Bernoulli distributed 
sequence into the controller design; (ii) provides LMI-based 
criteria to achieve passivity synchronization of INNs by 
employing various inequality techniques, an appropriate LKF, 
and sufficient conditions. 

Notations: Refer to [4]. 

II. PROBLEM FORMULATION 

This article will examine the INNs model, which is defined 
as follows: 

{
�̈�(𝑡) = −ℵ�̇�(𝑡) − 𝒜𝑦(𝑡) +ℬ𝑔(𝑦(𝑡)) + 𝒞𝑔(𝑦(𝑡 − 𝜂(𝑡))),
𝑧(𝑡) = 𝑔(𝑦(𝑡))                                                                          

   (1) 

where the state variable is denoted by 𝑦(𝑡) ∈ ℝ𝑛 ; the 
system's inertia term is denoted by (1); the output is 
represented by z(t); the diagonal matrices are 𝒜 > 0and ℵ >
0 ; ℬ  and 𝒞  the connection weight matrices; 
𝑔(𝑦(𝑡)), 𝑔(𝑦(𝑡 − 𝜂(𝑡))) ∈ ℝ𝑛 indicated as activation 
functions; 𝜂(𝑡)  denotes the time-varying delays with 0 ≤
𝜂(𝑡) ≤ 𝜂, �̇�(𝑡) ≤ �̃� < 1,  where 𝜂 > 0 and �̃� > 0 are 

constants. 𝑦(𝑡) = 𝜙(𝑠),
𝑑𝑦(𝑠)

𝑑𝑡
= 𝜏(𝑠)  indicated the initial 

conditions of (1). Where 𝑠 ∈ [−𝜂, 0]  and 𝜙(𝑠), 𝜏(𝑠)  are 
continuous. 

ℍ𝟏:  The following Lipschitz condition is satisfied by the 
neuron activation function 𝑔𝑗: scalar 𝜋𝑗 > 0, such that for 𝑗 =
1,2,3,⋯ , 𝑛, 

||𝑔𝑗(𝑦) − 𝑔𝑗(�̂�)|| ≤ 𝜋𝑗||𝑦 − �̂�||∀𝑦, �̂� ∈ ℝ. Define 

ℎ(𝑡) =
𝑑𝑦(𝑡)

𝑑𝑡
+ 𝑦(𝑡), then (1) can be outlined as master 

system 

{

𝑑𝑦(𝑡)

𝑑𝑡
= −𝑦(𝑡) + ℎ(𝑡), 𝑧(𝑡) = 𝑔(𝑦(𝑡)),                           (2) 

𝑑ℎ(𝑡)

𝑑𝑡
= 𝛺𝑦(𝑡) − 𝛩ℎ(𝑡) +ℬ𝑔(𝑦(𝑡)) + 𝒞𝑔(𝑦(𝑡 − 𝜂(𝑡))),

         

where 𝛺 = 𝒜 − ℵ + 𝐼,  𝛩 = ℵ − 𝐼. The corresponding slave 
system is expressed as 



{
 

 
𝑑�̂�(𝑡)

𝑑𝑡
= −�̂�(𝑡) + ℎ̂(𝑡) + 𝒰1(𝑡), 𝑧(𝑡) = 𝑔(�̂�(𝑡))                  

𝑑ℎ̂(𝑡)

𝑑𝑡
= 𝛺�̂�(𝑡) − 𝛩ℎ̂(𝑡) +ℬ𝑔(�̂�(𝑡)) + 𝒞𝑔(�̂�(𝑡 − 𝜂(𝑡)))

+𝒰2(𝑡) + 𝐻1𝑤(𝑡),

  (3) 

where 𝒰1(𝑡) and 𝒰2(𝑡) are the controllers to be designed. 
Let𝑦(𝑡) = 𝑐𝑜𝑙{𝑦1(𝑡), 𝑦2(𝑡),⋯ , 𝑦𝑛(𝑡)},𝑔(𝑦(𝑡)) =
𝑐𝑜𝑙{𝑔1(𝑦1(𝑡)), 𝑔2(𝑦2(𝑡)),⋯ , 𝑔𝑛(𝑦𝑛(𝑡))}. Let  𝜛(𝑡) =
�̂�(𝑡) + 𝑦(𝑡),℘(𝑡) = ℎ̂(𝑡) + ℎ(𝑡), the anti-synchronization 
error system from (2) and (3) is given as follows 

{
 

 
𝑑𝜛(𝑡)

𝑑𝑡
= −𝜛(𝑡) + ℘(𝑡) + 𝒰1(𝑡),  �̄�(𝑡) = ℱ((𝑡))                (4)   

𝑑℘(𝑡)

𝑑𝑡
= 𝛺𝜛(𝑡) − 𝛩℘(𝑡) +ℬℱ(𝜛(𝑡)) + 𝒞ℱ(𝜛(𝑡 − 𝜂(𝑡)))

+𝒰2(𝑡) + 𝐻1𝑤(𝑡),    

  

      
where ℱ(𝜛(𝑡)) = 𝑔(�̂�(𝑡)) + 𝑔(𝑦(𝑡)) and ℱ(𝜛(𝑡 − 𝜂(𝑡))) =
𝑔(�̂�(𝑡 − 𝜂(𝑡))) + 𝑔(𝑦(𝑡 − 𝜂(𝑡))), Then, (4) can be written as  
𝑑𝜚(𝑡)

𝑑𝑡
= �̂�𝜚(𝑡) + ℬ̂ℱ(𝜚(𝑡)) + �̂�ℱ(𝜚(𝑡 − 𝜂(𝑡))) + 𝒰(𝑡)

+ �̂�1𝑤(𝑡), 
     �̄�(𝑡) = ℱ(𝑡)                                                                 (5) 

Where 𝜚(𝑡) = [
𝜛(𝑡)
℘(𝑡)

] , ℱ̂(𝜚(𝑡)) = [
ℱ(𝜛(𝑡))

0
] ,  

ℱ̂(𝜚(𝑡 − 𝜂(𝑡))) = [
ℱ(𝜛(𝑡 − 𝜂(𝑡)))

0
] , �̂� = [

𝐼 −𝐼
𝛺 𝛩

] , �̂� =

[
0 0
𝒞 0

], ℬ̂ = [
0 0
ℬ 0

], 𝒰(𝑡) = [
𝒰1(𝑡)
𝒰2(𝑡)

] , �̂�1 =

[
0 0
𝐻1 0

] , 𝑤(𝑡) = [
𝑤(𝑡)
0
] 

III DESIGN OF COUPLING MEMORY SAMPLED-DATA CONTROL 

(CMSDC) 

  The control signal is assumed to emerge through ZOH in 
order to construct the SDC. The hold times are supplied as 
follows: 0 < 𝑡0 < 𝑡1  ⋯ < 𝑡𝑘 < ⋯ < 𝑙𝑖𝑚

𝑛→∞
= +∞  relevant 

input 𝒰(𝑡)  CMSDC is developed in the following manner 
based on this 

{
𝒰(𝑡) = 𝛼(𝑡)𝒦1𝜚(𝑡𝑘 − 𝜎) + (1 − 𝛼(𝑡))𝒦2𝜚(𝑡𝑘),

𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1)
             (6)                                                                             

where 𝜚(𝑡𝑘)  denotes the state 𝜚(𝑡)  as observed at the 
sampling time (ST) 𝑡𝑘,𝜅is a constant delay, and it is assumed 
that 0 < 𝑡𝑘+1 − 𝑡𝑘 = 𝜏𝑘 ≤ 𝜎, 𝜎 > 0, ∀𝑘 ≥ 0.  Then, the ST 
𝑡𝑘may written as 𝑡𝑘 = 𝑡 − 𝜎(𝑡) , where 0 ≤ 𝜎(𝑡) ≤ 𝜎 , by 
defining 0 ≤ 𝜎(𝑡) ≤ 𝜎 for 𝑡 ≠ 𝑡𝑘 . Additionally, 𝛼(𝑡)  noted 
as the variable-related stochastic approach that links MSDC 
and sampled-data proportional control with 

𝛼(𝑡) = {
1 Signal was sent and received without any issues

0       else
 

where 𝛼(𝑡)  is a white sequence following a Bernoulli 
distribution with 𝑃𝑟{𝛼(𝑡) = 1} = 𝜉{𝛼(𝑡)} = 𝛼 and 
𝑃𝑟{𝛼(𝑡) = 0} = 1 − 𝜉{𝛼(𝑡)} = 1 − 𝛼. Then  

 
𝒰(𝑡) = 𝛼(𝑡)𝒦1𝜚(𝑡 − 𝜎(𝑡) − 𝜅) + (1 − 𝛼(𝑡))𝒦2𝜚(𝑡 − 𝜎(𝑡))   (7) 
 
 Combining (5) and (7), the INNs become 
𝑑𝜚(𝑡)

𝑑𝑡
= �̂�𝜚(𝑡) + ℬ̂ℱ(𝜚(𝑡)) + �̂�ℱ(𝜚(𝑡 − 𝜂(𝑡))) 

+𝛼(𝑡)𝒦1𝜚(𝑡 − 𝜎(𝑡) − 𝜅) + (1 − 𝛼(𝑡))𝒦2𝜚(𝑡 −
𝜎(𝑡)) + 𝐻1𝑤(𝑡),                                                                            
𝑧(𝑡) = ℱ(𝑡).                                                                        (8) 

       
Definition: 1[3] 

System (8) is concluded passive, if there exists a scalar 

𝛾 > 0that satisfies 2∫ 𝑧𝑇
𝑡𝑠
0

(𝑠)𝑤(𝑠)𝑑𝑠 ≥

−𝛾 ∫ 𝑤𝑇𝑡𝑠
0

(𝑠)𝑤(𝑠)𝑑𝑠∀𝑡𝑠 > 0 satisfied with the initial 

condition is zero. 
 

Lemma: 1[9] 
For all matrix R>0, vector 𝜉 a function 𝑥: [−𝜏, 0] →

ℝ𝑛 that is continuously differentiable, and slack matrices 
ℳ,𝒩. Please refer [9] for the remaining terms in the below 
inequality  

−∫ �̇�𝑇(𝑠)𝐻
𝑡

𝑡−𝑣

�̇�(𝑠)𝑑𝑠 ≤ 𝜉𝑇[𝜂(𝑡)ℳ
𝑇
𝐻−1ℳ] + (𝜂 − 𝜂(𝑡)) 

𝒩𝑇𝐻−1𝒩]𝜉 +( 
𝜂−𝜂(𝑡)

𝜂
+
 𝜂(𝑡)

𝜂2
)He(𝜕𝑇(𝑡 −  𝜂(𝑡), 𝑡)) 𝜗𝑇(𝑠)ℳ 

+𝜕𝑇(𝑡 − 𝜂, 𝑡 − 𝜂(𝑡)))𝜗𝑇(𝑠)𝒩]-[
𝜂−𝜂(𝑡)

𝜂2
𝜕𝑇(𝑡 − 𝜂(𝑡), 𝑡) × 

𝜗𝑇(𝑠)�̃�𝜗(𝑠)𝜕(𝑡 − 𝜂(𝑡), 𝑡) +
 𝜂(𝑡)

𝜂2
𝜕𝑇(𝑡 − 𝜂, 𝑡 − 𝜂(𝑡)) × 

𝜗𝑇(𝑠)�̃�𝜗(𝑠)𝜕(𝑡 − 𝜂, 𝑡 − 𝜂(𝑡))] 
𝐻 = 𝑑𝑖𝑎𝑔𝐻, 3𝐻,… , (2𝑠 + 1)𝐻 
𝜗(𝑠) = 𝑐𝑜𝑙[�̌�𝑠(0), �̌�𝑠(1), . . . , �̌�𝑠(𝑆)] 

 
The aforementioned lemma and definition form the basis 

of the primary findings and demonstrate that the suggested 
CMSDC for the system under consideration (8) is feasible. 

Remark: 1 
The purpose of this work is to define the anti-

synchronization and passivity criteria for the error system (8) 
with CMSDC by means of the LKF approach. The following 
goals are met for the system (8) in order to examine the 
stability conditions:(i) A generalized CMSDC technique that 
incorporates the time delay effect is the Bernoulli distributed 
sequence, which uses LMIs, derived in the form of delay-
dependent adequate criteria, and satisfies Definition 1 (ii) By 
solving LMIs, the CMSDC gain matrices 𝒰1  and 𝒰2  are 
determined. 

IV. MAIN RESULTS 

Here, we examine the anti-synchronization and passivity 

criteria using the CMSDC methodology. An appropriate LKF 

will be selected, and adequate circumstances will be 

configured. We will start by addressing a few important 

indications. 

ℐ
𝑠
= [0𝑛×(𝑙−1)𝑛 𝐼𝑛 0𝑛×(16−1)𝑛 0𝑛×𝑚]

𝑇 ,  𝑠 = 1,2, . . . ,16, 

�̃� = 𝜂(𝑡),  �̃̃� = 𝜂 − 𝜂(𝑡), 𝜃𝑇(𝑡) = [𝜚𝑇(𝑡) 𝜚𝑇(𝑡𝑘)],  𝜉1
𝑇 =

[
1

�̃�
∫ 𝜚𝑇(𝑠)𝑑𝑠,
𝑡

𝑡−�̃�

1

𝜂−�̃�
∫ 𝜚𝑇(𝑠)𝑑𝑠
𝑡−�̃�

𝑡−𝜂
], 𝜒𝑇(𝑠) = 𝜚(𝑠) − 𝜚(𝑡𝜅), 

𝜉2
𝑇 = [

1

�̃�2
∫ ∫ 𝜚𝑇(𝑠)𝑑𝑠𝑑𝜃,

𝑡

𝜃

𝑡

𝑡−�̃�

1

(𝜂−�̃�)2
∫ ∫ 𝜚𝑇(𝑠)𝑑𝑠𝑑𝜃

𝑡−�̃�

𝜃

𝑡−�̃�

𝑡−𝜂
], 

𝛬1 = 𝑐𝑜𝑙[ℐ1 − ℐ
2
,ℐ

1
+ ℐ

2
− 2ℐ

4
,ℐ

1
− ℐ

2
+ 6ℐ

4
−

12ℐ
6
], 𝛬2 = 𝑐𝑜𝑙[ℐ

2
− ℐ

3
,ℐ

2
+ ℐ

3
− 2ℐ

5
,ℐ

2
− ℐ

3
+

6ℐ
5
− 12ℐ

7
], �̃� = [

𝑄1 + 𝑄1
𝑇 𝑄1 + 𝑄2

∗ −𝑄2 − 𝑄2
𝑇] , 𝑡𝜅 = 𝑡 −

𝜎(𝑡) − 𝜅,ℐ
01
= ℐ

1
− ℐ

10
,ℐ

𝑠
= ℐ

10
− ℐ

11
 

 
Theorem: 1 

Given scalars 𝜂, �̃�, 𝜎, 𝛾 > 0, constant delay 𝜅 > 0, if 
there exists positive symmetric matrices 𝑃𝑖 , 𝑄1, 𝑄2, 𝑇1,  𝑇2, S, 
any matrices 𝒢𝑖 , (𝑖 = 1,2,3), 𝒴1, 𝒴2, 𝑇3, diagonal matrices 
𝒩1 ,𝒩2, the subsequent inequality satisfied ∀ 𝜂(𝑡) ∈ {0, 𝜂} 

[
𝑇2 𝑇3
∗ 𝑇2

] ≥ 0, [

𝛯{0} √𝜂𝒴2
𝑇 ϒ1

∗ −�̃� 0
∗ ∗ −𝛾𝐼

] < 0, 



                  [

𝛯{𝜂} √𝜂𝒴1
𝑇 ϒ1

∗ −�̃� 0
∗ ∗ −𝛾𝐼

] < 0,                         (9) 

where 

𝛯 = 𝛯11 + 𝛯12 + 𝛯13, 𝛯11 = 2ℐ
1
𝑇𝑃1ℐ9 + ℐ

1
𝑇(𝑃2 + 𝑃3)ℐ1 

- 𝜇ℐ
2
𝑇𝑃3ℐ2 − ℐ

3
𝑇𝑃2ℐ3+�̂�11(�̃�) + �̂�12(�̃�),  

𝛯12 = 2𝜎[ℐ
1
𝑇 ℐ

9
𝑇]�̃�[ℐ

8
 0] − [ℐ

1
𝑇 ℐ

9
𝑇]�̃�[ℐ

1
 ℐ

9
] +

ℐ
1
𝑇𝑇1ℐ1 − ℐ

11
𝑇 𝑇1ℐ11 − ℐ

01
𝑇 𝑇2ℐ01 − ℐ

01
𝑇 𝑇3ℐ𝑠 − ℐ

𝑠
𝑇𝑇2ℐ𝑠 −

ℐ
14
𝑇 𝐼ℐ

16
+ 𝜎2ℐ

8
𝑇(𝑇1 + 𝑉)ℐ8 − 𝜋

2/4(ℐ
13
− ℐ

12
)𝑇𝑉(ℐ

13
−

ℐ
12
),  𝛯13 = 2[ℐ1

𝑇 + 𝜖1ℐ12
𝑇 + 𝜖2ℐ9

𝑇][−𝐺ℐ
9
+ �̂�𝐺ℐ

1
+

ℬ̂𝐺ℐ
14
+ �̂�𝐺ℐ

15
+ 𝛼�̂�ℐ

12
+ (1 − 𝛼)�̂�ℐ

10
+ 𝐺𝐻1ℐ16] +

2ℐ
1
𝑇ℒ𝒩1ℐ14-ℐ

14
𝑇 𝒩1ℐ14 + 2ℐ1

𝑇ℒ𝒩2ℐ15 − ℐ
15
𝑇 𝒩2ℐ15,          

�̃� = 𝑑𝑖𝑎𝑔{𝑠, 3𝑠, 5𝑠}    ϒ1 = 𝑐𝑜𝑙[𝒢𝐻1, 0,0,0⏞
6 𝑡𝑖𝑚𝑒𝑠

, 𝜖2𝒢𝐻1, 

0,0,0, 𝜖1𝒢𝐻1, 0,0,0]. 

then the master-slave systems (2) and (3) are anti-
synchronized and passive and the appropriate gain matrices 

are provided by 𝒦1 = 𝒢−1�̂�,𝒦2 = 𝒢−1�̂�. 

Proof:  
 
Subsequent LKF is given as: 
 
𝕍(𝑡) = 𝕍1(𝑡) + 𝕍2(𝑡) + 𝕍3(𝑡) + 𝕍4(𝑡),                        (10)                          
where 

𝕍1(𝑡) = 𝜚
𝑇(𝑡)𝑃1𝜚(𝑡) + ∫ 𝜚𝑇

𝑡

𝑡−�̃�

(𝑠)𝑃3𝜚(𝑠)𝑑𝑠,  

𝕍2(𝑡) = ∫ 𝜚𝑇
𝑡

𝑡−𝜂
(𝑠)𝑃2𝜚(𝑠)𝑑𝑠 + ∫ ∫ �̇�𝑇

𝑡

𝑡+𝜃

𝑡

𝑡−𝜂
(𝑠)𝑆�̇�(𝑠)𝑑𝑠𝑑𝜃, 

𝕍3(𝑡) = (𝑡𝑘+1 − 𝑡)𝜃
𝑇(𝑡)�̃�𝜃(𝑡) + ∫ 𝜚𝑇

𝑡

𝑡−𝜎
(𝑡)𝑇1𝜚(𝑡)   

              +𝜎 ∫ ∫ �̇�𝑇
𝑡

𝑡+𝜃

0

−𝜎
(𝑠)𝑇2�̇�(𝑠)𝑑𝑠𝑑𝜃,    

 𝕍4(𝑡) = 𝜎2∫ �̇�𝑇
𝑡

𝑡𝜅

(𝑠)𝑉�̇�(𝑠)𝑑𝑠 −
𝜋2

4
∫ 𝜒𝑇
𝑡−𝜅

𝑡𝜅

(𝑠)𝑉𝜒(𝑠)𝑑𝑠. 

 
The derivative of (10) can be computed as 

 𝕍
.

1(𝑡) = 2𝜚
𝑇(𝑡)𝑃1�̇�(𝑡) + 𝜚

𝑇(𝑡)𝑃3𝜚(𝑡)           
            −�̃�𝜚𝑇(𝑡 − �̃�)𝑃3𝜚(𝑡 − �̃�),                                       (11)                                                 

𝕍
.

2(𝑡) = 𝜚
𝑇(𝑡)𝑃2𝜚(𝑡) − 𝜚

𝑇(𝑡 − 𝜂)𝑃2𝜚(𝑡 − 𝜂)  

           +𝜂�̇�𝑇(𝑡)𝑆�̇�(𝑡) − ∫ �̇�𝑇
𝑡

𝑡−𝜂(𝑡)
(𝑠)𝑆�̇�(𝑠)𝑑𝑠.               (12) 

 
By Lemma 1, yields 

−∫ �̇�𝑇
𝑡

𝑡−𝜂(𝑡)

(𝑠)𝑆�̇�(𝑠)𝑑𝑠 ≤ 𝜉𝑇(𝑡)[𝜂(𝑡)𝒴1
𝑇�̃�−1𝒴1 

+(𝜂 − 𝜂(𝑡))𝒴2
𝑇�̃�−1𝒴2 + (

(𝜂 − 𝜂(𝑡))

𝜂
+
𝜂(𝑡)2

𝜂2
) 

𝐻𝑒[𝒴1𝛬1 + 𝒴1𝛬2] − (
(𝜂−𝜂(𝑡))

𝜂2
 𝛬1
𝑇�̃�𝛬1 +

𝜂(𝑡)2

𝜂2
𝛬2
𝑇�̃�𝛬2))]𝜉(𝑡),                                            

= 𝜉𝑇(𝑡)[�̂�11(𝜂(𝑡)) + �̂�12(𝜂(𝑡))]𝜉(𝑡),                           (13) 

 

where 

�̂�11(�̃�) = �̃�𝒴1
𝑇�̃�−1𝒴1 + �̃̃�𝒴2

𝑇�̃�−1𝒴2, �̂�12(�̃�) 

= (
�̃̃�

𝜂
+
�̃�2

𝜂2
)𝐻𝑒[𝒴1𝛬1 +𝒴1𝛬2] − (

�̃̃�

𝜂2
𝛬1
𝑇�̃�𝛬1 +

�̃�2

𝜂2
𝛬2
𝑇�̃�𝛬2). 

 

Utilizing the Reciprocal convex lemma [10], we get 

 𝕍
.

3(𝑡) = 2(𝑡𝑘+1 − 𝑡)𝜃
𝑇(𝑡)�̃�[�̇�𝑇(𝑡) 0𝑇]𝑇 − 𝜃𝑇(𝑡)�̃�𝜃(𝑡) +

𝜚𝑇𝑇1𝜚(𝑡) −𝜚
𝑇(𝑡 − 𝜎)𝑇1𝜚(𝑡 − 𝜎) + 𝜎

2�̇�𝑇(𝑡)𝑇2�̇�(𝑡) −

ℐ
01
𝑇 𝑇2ℐ01 − ℐ

01
𝑇 𝑇3ℐ𝑠 − ℐ

𝑠
𝑇𝑇2ℐ𝑠,                                     (14) 

 𝕍
.

4(𝑡) = 𝜎
2�̇�𝑇(𝑡)𝑉�̇�(𝑡) −

𝜋2

4
(𝜚𝑇(𝑡 − 𝜅) − 𝜚𝑇(𝑡 − 𝜎(𝑡) −

𝜅)) 𝑉(𝜚(𝑡 − 𝜅) − 𝜚(𝑡 − 𝜎(𝑡) − 𝜅)).                                (15) 

                                                                  

From (ℍ1), the subsequent inequalities satisfy with 𝒩1 >
0,𝒩2 > 0 and ℒ = {𝑙1, 𝑙2, ⋯ 𝑙𝑛} 

2[𝜚𝑇(𝑡)ℒ𝒩1ℱ(𝜚(𝑡)) − ℱ𝑇(𝜚(𝑡))𝒩1ℱ(𝜚(𝑡))] ≥ 0,  

2[𝜚𝑇(𝑡 − 𝜂(𝑡))ℒ𝒩2ℱ(𝜚(𝑡 − 𝜂(𝑡))) − ℱ𝑇(𝜚(𝑡 − 𝜂(𝑡))) 
    𝒩2ℱ(𝜚(𝑡 − 𝜂(𝑡)))] ≥ 0.    (16) 

 

Additionally, on the basis of system (8), the requirements are 

true for every suitably dimensioned matrix 𝒢𝑖(𝑖 = 1,2,3). 
0 = 2[𝜚𝑇(𝑡)𝒢1 + 𝜚

𝑇(𝑡 − 𝜎(𝑡) − 𝜅)𝒢2 + �̇�
𝑇(𝑡)𝒢3][−�̇�(𝑡) +

�̂�𝜚(𝑡) + ℬ̂ℱ(𝜚(𝑡)) + �̂�ℱ(𝜚(𝑡 − 𝜂(𝑡))) + 𝛼(𝑡)𝒦1𝜚(𝑡 −
𝜎(𝑡) − 𝜅) + (1 − 𝛼(𝑡))𝒦2𝜚(𝑡 − 𝜎(𝑡)) + 𝐻1𝑤(𝑡)].       (17)    

                           

Finally, from (11)-(17), and 𝒢1 = 𝒢, 𝒢2 = 𝜖1𝒢, 𝒢3 = 𝜖2𝒢,  
�̂� = 𝒢1𝒦1,   �̂� = 𝒢1𝒦2, we have 

𝕍
.

(𝑡) − 𝛾𝑤𝑇(𝑡)𝑤(𝑡) − 2𝑧𝑇(𝑡)𝑤(𝑡)                                  (18)      

                       < 𝜉𝑇(𝑡)(�̂�11(�̃�) + �̂�12(�̃�) + �̂�13)𝜉(𝑡) < 0, 
 

where 𝜉𝑇(𝑡) = [𝜚𝑇(𝑡), 𝜚𝑇(𝑡 − 𝜂(𝑡)), 𝜚𝑇(𝑡 − 𝜂), 
𝜉1
𝑇 , 𝜉2

𝑇 , �̇�𝑇(𝑡), 𝜚𝑇(𝑡𝑘), 𝜚
𝑇(𝑡 − 𝜎(𝑡)), 𝜚𝑇(𝑡 − 𝜎), 𝜚𝑇(𝑡 −

𝜎(𝑡) −  𝜅), 𝜚𝑇(𝑡 − 𝜅),ℱ𝑇(𝜚(𝑡), ℱ𝑇(𝜚(𝑡 − 𝜂(𝑡))), 𝑤𝑇(𝑡)] 

and moreover �̂�11(�̃�), �̂�12(�̃�), �̂�13 = 𝛯 is defined in 

Theorem 1 and employing schur-complement Lemma, we 

get LMI (9) (i.e.) 𝕍
.

(𝑡) < 0.  According to LMI (9), we get 

𝕍
.

(𝑡) − 𝛾𝑤𝑇(𝑡)𝑤(𝑡) − 2𝑧𝑇(𝑡)𝑤(𝑡) ≤ 0.                         (19)    

                  
By integrating (19) over the time interval from 0 to 𝑡𝑠, we 

derive that2∫ 𝑧𝑇
𝑡𝑠
0

(𝑡)𝑤(𝑡)𝑑𝑡 ≥ 𝕍(𝑇) − 𝕍(0) −

𝛾 ∫ 𝑤𝑇𝑡𝑠
0

(𝑡)𝑤(𝑡)𝑑𝑡.                                                           (20) 

Since 𝕍(0) = 0and 𝕍(𝑇) ≥ 0, then Definition 1 satisfies, 

which implies that system (8) is passive. 

V. SIMULATION EXAMPLE 

 

In this part, simulation example of INNs (8) under CMSDC 

are offered to manifest the benefits of the technique that is 

discussed in this study. 

 

Example:1  
       Take into consideration the system (8) with the following 
parameter values 

ℵ = [
3 0
0 3

] ,𝒜 = [
2.2 0
0 2.2

] ,ℬ = [
−0.5 −1.3
0.4 0.3

],       

 𝒞 = [
0.3 0.2
0.9 1.1

] , 𝐻1 = [
1.5 0
0 0.2

],  

using the above values, we get {�̂�, ℬ̂, �̂�, �̂�1}4×4  matrix 
values and choose the activation functions as 𝑔𝑖(𝑦𝑖(𝑡)) =
𝑡𝑎𝑛ℎ(𝑦𝑖(𝑡)), (𝑖 = 1,2),ℒ = 𝑑𝑖𝑎𝑔{1,  1,1,1}, 𝜂(𝑡) =
0.1𝑠𝑖𝑛|(𝑡)|, other known scalar values, and sampling period 
𝜎 = 0.1, 𝜅 = 0.02. Engaging MATLAB, the gain values are 
accumulated from Theorem 1 LMIs 



𝒦1 = [

−1.4215 −0.1523 0.0475 0.0042
0.1541 −1.5214 −0.0002 −0.0578
−0.0254 −0.0088 −1.5422 −0.2509
0.0014 −0.1023 −0.2558 −1.2001

], 

𝒦2 = [

−3.6524 −0.1522 0.4001 0.24645
0.3244 −3.9534 −0.0245 1.3243
−1.0654 1.0127 −3.9787 −0.0012
0.0056 −0.8632 −0.2558 −4.2012

]. 

 

Fig. 1. Error actions of the system in Example 1. 

 

 

Fig. 2. Actions of the control in Example 1. 

Furthermore, Fig. 1 demonstrates that the error state 
trajectories converge to zero with the suggested CMSDC 
when the randomized initial condition is used, which 
demonstrates the stability of the error model. Fig. 2 displays 
the trajectories of the control inputs. Owing to the page 
restriction, some figure replies and workable solutions have 
been left out. This implies that the performance of the 
CMSDC. 

VI. Conclusion 

This paper examined the passivity and anti-
synchronization of delayed INNs using a CMSDC method, 
concentrating on the first and second-order derivatives. 
Sufficient LKF and additional prerequisites, depending on 
enhanced integral inequality techniques that ensure the 
passivity synchronization criteria of the recommended INNS, 
based on the LMI methodology. Numerical simulations 
corroborate the efficacy of the proposed methods. 
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