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Abstract. This article discusses the utilisation of a Chua oscillator with a memristor to produce chaos with minimal
nonlinearity. The memristor, a device that changes its flux or charges over time, has its nonlinear strength altered
fractionally to determine the lowest-order memristor nonlinearity for generating chaos. An experimental analog
circuit in real-time has been constructed. A linear parameter varying (LPV) approach, incorporating a suitable
Lyapunov functional (LK) method, has been introduced to find new sufficient conditions for the robust stability
of the resulting closed-loop system through linear matrix inequalities (LMIs). By observing the behaviour of the
system without control, it is possible to understand the basic characteristics of chaotic oscillations and how they
are affected by changes in the fractional order. These results can then be used as a starting point to study the
effectiveness of various control techniques, such as feedback control, in reducing chaos and stabilising the system
of this article. The efficiency of the cost-function-based control scheme is evaluated using the simulation results
and relevant applications are addressed.

Keywords. Memristor emulator; fractional-order system; memristor; linear parameter varying model; linear
matrix inequality.
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1. Introduction

Resistance, capacitance and inductance are the three
basic circuit components in passive circuit theory. The
fourth passive circuit element, namely ‘memristor’, is
a breakthrough in the field of fundamental electron-
ics theory because of its memory property [1–6]. The
memristor concept is widely understood by the state-
dependent Ohm’s law, i.e., the resistive property of the
memristor element which depends on the state variable
(history property) of the memristor system [7–9]. Study-
ing memristor-based nonlinear systems with different

forms of nonlinearity such as piecewise [10], cubic [11],
tanh [12] has been very fruitful in recent years. Gen-
erally, the memristor’s nonlinearity differs from that
of the classical nonlinear elements because, when the
memristor-based system is constructed, one additional
dimension is added to the system mathematical equa-
tion because of the memristor property (rate of change
of flux/charge) and the memristor has potential appli-
cations in electronics circuits because of its nonlinearity
as well as memory properties [13,14]. Another advan-
tage is that the resistance and the conductance of the
memristor profile can be adjustable [15,16]. Recently,
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the construction of memristor-based dynamical systems
from classical systems is getting more attention [17–19].
Moreover, the concept of various types of memristive
neural networks (MNNs) has been widely employed in
numerous sectors and the memristor is recognised as
an outstanding circuit element which mimics artificial
neural network synapses. This has drawn a lot of interest
from researchers [20].

In the domains of dynamical systems and control the-
ory, a fractional-order system is a dynamical system that
can be modelled by a fractional differential equation
having derivatives of non-integer order. Such systems
are called fractional-order systems which hereafter are
called FO. Derivatives and integrals of fractional orders
are used to describe objects that can be characterised by
power-law non-locality, power-law long-range depen-
dence or fractal properties. The importance of FO
dynamical systems has become a subject of great interest
in several fields of differential and integral computing
[21,22]. The implementation of FO dynamical systems
has been well-established in recent years. Moreover, it
becomes an emerging topic in science and engineering
[22–25]. The fractional-order derivatives and integrals
are present especially in electronics [26], telecommu-
nications [27], automatic control [28], etc. For more
details on the importance of fractional-order-based neu-
ral network, see [29] and for the memristor-based
fractional neural network, see [30]. The novelty of this
work is that the memristor-based system can be con-
verted to FO.

On the other hand, there are several reports on FO
for answering the question: “What is the minimum
dimension/order for obtaining chaos?” (see [31,32]
and references therein). But in the present manuscript,
the main question is “What is the minimum order of
(strength) nonlinearity to obtain chaos?”. In this paper,
the order of flux/charge (which causes the non-linear
strength) is varied to obtain chaos. Notice that in classi-
cal dynamical systems, the nonlinear strength cannot be
varied fractionally. To the best of our knowledge, this is
the first study, where the fractional nonlinearity of the
memristor-based dynamical systems is studied.

The second part of the manuscript studies controlling
the chaos in our proposed FO. In addition, studies that
were using memristors in the area of control frameworks
have become far and wide in the past years. It is impor-
tant to establish control systems that not only achieve
stability over time, but also ensure a satisfactory level
of system performance. The robustness and execution of
FO models have drawn many researchers, with spotlight
on the stability of FO uncertain systems. Towards the
end of the last few years, we have found extensive explo-
ration of the stability and stabilisation of general FO
frameworks with different control procedures [33,34].

One way to deal with this issue is the supposed guar-
anteed cost control approach which was first presented
by Chang and Peng in 1972. This methodology gives an
upper bound on the execution list of a given system and
subsequently, the degradation of the system execution
caused by the uncertainties is guaranteed to be less than
this bound. The linear matrix inequality (LMI)-based
approach has been among the famous and popular ones
to study the issue of guaranteed cost control of the FO
systems and some significant outcomes can be seen in
[35–40]. Specifically, output-feedback-guaranteed cost
control of FO uncertain linear delayed systems is dis-
cussed in [35]. Thuan and Huong [41] studied robust
guaranteed cost control of FO neural network systems
with time delays. It is significant to note that research
on the dynamic behaviour of LPV with an FO system
plays an important role both in theory and application
[42–44]. Yet, as we know, no study has been done to
tackle the LPV with memristive chaotic oscillators of
the FO systems.

By employing the Lyapunov functional theory and
using a linear parametric varying approach, some ade-
quate conditions are obtained to ensure the robust
stability of the addressed system. This can be achieved
by solving LMIs, which can be effectively worked with
by utilising the standard mathematical programming.
Moreover, the optimal robust guaranteed cost controller
is inferred on the basis of the LMI approach and, accord-
ingly, the quadratic cost function is determined. Finally,
a numerical example is given to show the suitability of
the proposed technique. Moreover, the significant con-
tributions of this present study are:

• The guaranteed cost control problem for the least-FO
system under uncertainty has been developed.

• By using the Lyapunov stability theory, a new
arrangement of adequate conditions has been devel-
oped by means of LMIs that guarantees the feasibil-
ity of the considered model.

• The guaranteed cost controller with quadratic cost
function not only fulfills a specific measure of energy
utilisation but additionally guarantees the system sta-
bility with an adequate level of execution.

• The desired controllers are obtained by solving the
developed LMI constraints. Finally, the importance
and benefit of the control law are approved through
the numerical example with simulation results.

• The representation of the work flow of the present
study is shown as a schematic diagram in figure 1.

The paper is structured as follows. Section 2 gives
the structure of the FO derivatives and the construction
of the memristor-based systems. The memristor-based
fractional Chua oscillator is constructed in §3. The
numerical and experimental studies are given in the
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Figure 1. (Upper panel) Sketch of the work flow of the
present study and (lower panel) the memristor system trans-
forms to FO nonlinearity memristor-based systems.

same section. The control of oscillation methodologies
is discussed in §4 and the controlled numerical results
are shown in §5. The importance and possible applica-
tions are discussed in §6. Finally, §7 summarises the
results.

2. Fractional derivatives and integrals

Three general formulations of fractional derivatives pro-
posed to transform integer operators into non-integer
operators are available in the literature. The primary
purpose of these transformations is to convert non-
integer derivatives or integrals of the fractional operator
Dq
t . However, in the literature, the Grünwald–Letnikov

method [45], the Riemann–Liouville method [46] and

the Caputo method [47] are widely used for transforma-
tions. The integral operator (continuous) is identified
in three categories of formulations, i.e., Dq

t = dq/dtq ,
when q > 0, Dq

t = 1, when q = 0 and Dq
t = ∫ t

0 (dτ)q ,
when q < 0. In the present study, we use the Riemann–
Liouville method to construct fractional derivatives.
This formulation is given by

0D
q
t f (t) = 1

�(n − q)

dn

dtn

∫ t

0

f (τ )

(t − τ)q−n+1 dτ. (1)

The Euler gamma function is �(·) and considered
as (n − 1) ≤ q < n. Time t = 0, and all
initial conditions are considered as zero. Here, the
Laplace transform of the fractional derivative formu-
lation Riemann–Liouville can be written as

L

{
dq f (t)

dtq

}

= Sq L { f (t)} . (2)

Notice that the fractional derivative order is described
by q. The operator q is the transfer function written in
frequency domain, that is, F(s) = 1/Sq . The defini-
tions of fractional integral do not permit direct execution
of the operator of intricate systems with fractional ele-
ments in time-domain simulations. It is important to
create approximations for the fractional operators using
the traditional integer-order operators to investigate the
system. Linear transfer procedure approximations of the
fractional integrator of order 0.1 to 0.9, is established in
the frequency domain statements and the resulting coun-
terpart representatives are given in [48–50]. Figure 2d
shows the ladder circuit that produces fractional order
from 0.9 to 0.1 by varying the resistance and capacitance
values.

2.1 Construction of memristor nonlinearity (cubic)

In general, the memristor is described with two classes
of nonlinear constitutive associations between device
voltage (v) and current (i),
{

v = M(q)i,

i = W (φ)v,
(3)

where W (φ) and M(q) are nonlinear functions of flux
(φ) and charge (q), called as memductance and mem-
ristance, respectively [11] and are defined as follows:
⎧
⎪⎪⎨

⎪⎪⎩

M(q) = dφ(q)

dq
,

W (φ) = dq(φ)

dφ
.

(4)

The memristor developed in this study is a charge-
controlled memristor represented by the association in
eq. (3). The link between the terminal voltage and the
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terminal current of the memristor is acquired by
⎧
⎪⎪⎨

⎪⎪⎩

v = dφ

dt
= dφ

dq
,

dq

dt
= dφ

dq
, i = M(q)i,

i = dq

dt
= dq

dφ
,

dφ

dt
= dq

dφ
, v = W (φ)v.

(5)

The cubic nonlinearity is considered to transform as
a memristor emulator and it is defined as
{

φ(q) = ξq + νq3,

q(φ) = ξφ + νφ3.
(6)

The memristance and memductance are connected to
the flux and charge as
⎧
⎪⎪⎨

⎪⎪⎩

M(q) = dφ

dq
= ξ + 3νq2,

W (φ) = dq

dφ
= ξ + 3νφ2.

(7)

Notice that M(q) and W (φ) are the emulator mem-
ristance and memductance emulator, respectively [51].
This cubic nonlinearity transformation is used in this
study to construct a memristor-based Chua system.

3. Memristor-based Chua oscillator

The memristor-based Chua system is well-known in
recent times. The Chua systems based on memristors
have four dynamic storage components, i.e., capaci-
tors C1, C2, inductor L and non-ideal active voltage
controlled memristor. The corresponding four state vari-
ables v1, v2, i3 and v0 are shown in figure 2a. The state
equations are written as
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dv1

dt
= 1

RC1
(v2 − v1) + (Ga − Gbv

2
0)v1

c1
dv2

dt
= 1

RC2
(v1 − v2) − i3

C2
dv3

dt
= v2

L
dv4

dt
= − v1

R1c0
− v0

R2C0
.

(8)

In this circuit schematic, the traditional memristor
nonlinearity is replaced by the FO memristor in Chua’s
system (see figures 2c and 2d). For rescaling, parame-
ters in dimensionless forms such as m = v1, y = v2,
z = Ri3, w = v4, τ = t/(RC2), a = RCa , b =
RGb, α̂ = C2/C1, β = R2C2/L , ρ = RC2/R1C0,
ε = RC2/R2C0 and defining a nonlinear function
W (u) = a − bu2, the dimensionless state equation is

Figure 2. (a) Schematic diagram of the memristor-based
Chua oscillator, (b) memristor subcircuit schematic, (c) yel-
low box: memristor replaced with FO and (d) the ladder
subcircuit of FO.

written as

⎧
⎪⎨

⎪⎩

ṁ = α̂[y − m + W (w)m]
ẏ = m − y − z
ż = βy
ẇ = −ρm − εw.

(9)

The normalised system parameter is fixed for chaotic
oscillation as α̂ = 12, β = 28, ρ = 37, ε = 12, a =
1.6, b = 0.16. Based on our previous discussion, the
fractional-order memristor nonlinearity based on Chua’s
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Figure 3. Diagram of one-parameter bifurcation in the
(q4 − |y|) plane of (10). |y|: maxima of the variable y. The
system parameter and initial conditions are fixed.

system is written as

⎧
⎪⎨

⎪⎩

ṁq1 = α̂[y − m + W (w)m]
ẏq2 = m − y − z
żq3 = βy
ẇq4 = −ρm − εw,

(10)

where q4 is fractionally varied and the fractional orders
of the system state variables are fixed as q1, q2 and
q3 = 1.

3.1 Numerical and experimental results

To understand the effect of fractional nonlinearity, sys-
tem (10) parameters are fixed as exhibiting chaotic
oscillations. Figure 3 shows a one-parameter bifurca-
tion diagram with respect to q4. We can see from this
bifurcation diagram, that the chaotic attractor exists up
to q4 = 0.47, and beyond the FO values, the system has
no oscillations. Figure 4 shows different projections of
phase portraits in the (a) m–y, (b) m–z, (c) m–w planes
and (ii) time series of m(t), y(t), z(t) state variables at
q4 = 0.8.

Figure 5 shows the three-dimensional multibifurca-
tional plot with respect to the system parameter α̂ vs.
q4. As in the earlier discussion, chaos and oscillation
vanished beyond q4 = 0.47. From this multibifurcation
plot, we could see that when the fractional order varies,
the length of the bifurcation is varied (shifted). The sys-
tem parameter α̂ is varied in the ranges of α̂ ∈ (6.5, 10).

Figure 4. Different numerically observed projections of (i)
phase portrait (a) m–y, (b) m–z, (c) m–w planes and (ii)
time series of m(t), y(t), z(t) variables, respectively, at FO
q4 =0.8. The parameter and the initial conditions are fixed.

3.2 Two-parameter scanning

Figure 6 shows the two-parameter scanning for the
separation of chaotic and boundary/no oscillation dif-
ferentiated using numerical frequencies. In this figure,
OS represents the chaotic region, NO represents the zone
without oscillation and B represents the boundary of the
system. In figure 6, the existence of multistability and
the limitation of the chaotic regions are clearly identi-
fied. Notice that the other fractional derivative plot q3
vs. q4 are omitted here for the sake of simplicity.

3.3 Multistability

The term called multistability is generally known as the
coexistence of one or more stationary orbits (attractor)
that exhibit the same set of system parameters with dif-
ferences in the initial condition of the system. It has
been a very interesting research topic in recent years
because it is used fully for modelling a natural pro-
cess, attracting attention and knowledge about a phase
transition, biological diversification, etc. The switching
properties of the multistable attractor for different initial
conditions or due to the perturbation switching between
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Figure 5. Three-dimensional bifurcation diagram with respect to the system parameter α̂ vs. q4. The different colours of the
bifurcation shows the suppression of oscillation in the α̂ regime.

Figure 6. Scanning by two parameters of (a) q1–q4 and (b) q2–q4 fractional-order plane of system (10). The time series
frequency is calculated for separating oscillation and no oscillation regimes with respect to q1, q2 and q4

trajectories give more insight into up-to-date techno-
logical applications. From the basin plot (ref. [5]) of the
earlier section, the multistability is identified by plotting
the phase space plots. Figure 7 shows the properties of
the symmetry by changing the initial conditions. The
blue colour attractor is obtained at (m∗, x∗, y∗, z∗) =
(0.1, 0.3, 0.2, 0) and the red colour attractor is obtained
at (m∗, x∗, y∗, z∗) = (0.6, 0.3, 0.2, 0). The two differ-
ent colour symmetry attractors promise the switching
properties of the systems. Similarly, the initial con-
ditions have been further changed and different co-
existing attractors are obtained. The blue colour double
scroll chaotic attractor is obtained at the initial condi-
tions (m∗, x∗, y∗, z∗) = (0.8, 0.3, 0, 0). The red-colour
boundary periodic attractor is obtained at the initial con-
ditions (m∗, x∗, y∗, z∗) = (0.8, 0.6, 0, 0) (figure 8).
Similarly, if we changed different sets of initial con-
ditions, then the system may give different dynamics.

-1 -0.5 0 0.5 1
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0

1

2

3
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Figure 7. Symmetry property: Phase portraits of the two sets
of initial conditions.
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Figure 8. Multistability: Phase portraits of the two sets of
initial conditions are re-plotted. The blue colour represents
the chaotic double-scroll attractor and the red colour indicates
the boundary periodic attractor.

4. Controller design and numerical simulations

In this section, the memristive Chua circuit (MCC) is
demonstrated with fractional scanning. This analysis
confirmed that for different sets of fractional values,
the trajectories settle in different time limits. The con-
trolled FO memristive system with control output is
programmed as

⎧
⎪⎨

⎪⎩

ṁq1 = α̂[y − m + W (w)m] + u1
ẏq2 = m − y − z + u2
żq3 = βy + u3
ẇq4 = −ρm − εw + u4,

(11)

where u1, u2, u3 and u4 are control inputs. Now,
we consider fractional order α = max{q1, q2, q3, q4}.
Moreover, we extend the subsequent MCC model with
the switching rules:

ẋα(t) = Aσ(t)x(t) + Bσ(t)u(t), (12)

where

Aσ(t) =
⎡

⎢
⎣

α̂(−1 + W (w)) α̂ 0 0
1 −1 −1 0
0 β 0 0

−ρ 0 0 −ε

⎤

⎥
⎦ ,

Bσ(t) =
⎡

⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤

⎥
⎦ ,

x = [m, y, z, w]T ∈ R
n, u = [u1, u2, u3, u4] ∈ R

n.

In light of the connection of the memristor in (11), w

is intended to deliver the two modes (switching), where

ẋα(t) =
{A1x(t) + B1u(t), |w| ≤ 1,

A2x(t) + B2u(t), |w| > 1.
(13)

Here,

A1 =
⎡

⎢
⎣

−α̂ + α̂a α̂ 0 0
1 −1 −1 0
0 β 0 0

−ρ 0 0 −ε

⎤

⎥
⎦ ,

A2 =
⎡

⎢
⎣

−α̂ + α̂b α̂ 0 0
1 −1 −1 0
0 β 0 0

−ρ 0 0 −ε

⎤

⎥
⎦ ,

B1 = B2 =
⎡

⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤

⎥
⎦ ,

where a > 0, b > 0 are constants. Equation (13) can
also be addressed as a linear uncertain system:

ẋα(t) = A(θ)x(t) + B(θ)u(t). (14)

Using the assigned rule

θ1 =
{

1, |w| ≤ 1,

0, |w| > 1,
θ2 =

{
0, |w| ≤ 1,

1, |w| > 1,

where A(θ) and B(θ) are matrices with the uncertainty
of the real parameter θi and fulfill the real convex poly-
topic approach, that is, [A(θ) B(θ)] ∈ 
, where


 =
{

[A(θ) B(θ)] :=
2∑

i=1

θi [Ai Bi ], θi ≥ 0,

2∑

i=1

θi = 1

}

. (15)

Initially, we will give valuable definitions and lemmas
to prove the following theorem.

DEFINITION 1 [22]

The Riemann–Liouville fractional integral operator of
order α > 0 of a function f (t) is denoted by

Iαt f (t) = 1

�̂(α)

∫ t

0
(t − θ)α−1 f (θ)dθ, (16)

where �̂(·) is the gamma function,

�̂(θ) =
∫ θ

0
e−t tθ−1dt, θ > 0.
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The Riemann–Liouville derivative of order α ∈ (0, 1)

is accordingly defined as

Dα
R f (t) = d

dt
(I1−α

t f (t)).

DEFINITION 2 [22]

The Caputo fractional derivative of order α ∈ (0, 1) is
defined by

Dα
t f (t) = Dα

R( f (t) − f (0)), t ≥ 0.

Lemma 1 [52]. Consider x(t) be a real-valued contin-
uous function then

Iαt (D
α
t x(t)) = x(t) − x(0), α ∈ (0, 1).

Lemma 2 [53]. Consider x(t) ∈ R
n as a continuous

and derivable function. Then, the subsequent inequality
holds for any t ≥ t0,

1

2
Dα

t (x
T (t)Px(t)) ≤ xT (t)PDα

t x(t),

∀α ∈ (0, 1), ∀t ≥ t0 ≥ 0,

where P > 0 ∈ R
n×n denotes the symmetric matrix.

Lemma 3 [54]. Assume that x, y, z : R
n are non-

decreasing and x(0) = y(0) = 0, v(·) is strictly
increasing. If there exist q > 1 and a continuous func-
tion V (·) : R+ × R

n → R
+ such that

(i) u(||x ||) ≤ V (t, x) ≤ v(||x ||), t ≥ 0, x ∈ R
n and

(ii) Dα
t tV (t, x(t)) ≤ −w(||x(t)||) if V (t + s, x(t +

s)) < qV (t, x(t)), ∀s ∈ [−h, 0], t ≥ 0, then
the fractional-order system Dα

t (t) = f (t, x(t))
is asymptotically stable.

The FO LPV model is given in the subsequent model:

Dα
t x(t) =

2∑

i=1

θi [(Ai + �Ai )x(t) + (Bi + �Bi )u(t)],
(17)

where α ∈ (0, 1), x(t) ∈ R
n and u(t) ∈ R

m are
the state and control input vectors, respectively and
Ai , Bi are input matrices with compatible dimen-
sions. �Ai (t) = Ê1 F̂1(t)Ĥ1, �Bi (t) = Ê2 F̂2(t)Ĥ2,
where Ê1, Ĥ1, Ê2, Ĥ2 are known real constant matrices
with proper dimensions. F̂1(t) and F̂2(t) are unknown
real-time varying matrices that fulfill F̂T

1 (t)F̂1(t) ≤
I, F̂T

2 (t)F̂2(t) ≤ I, ∀t ≥ 0.
Related to this framework is the accompanying cost

function:

J(u) = 1

�̂(α)

∫ T f

0
[xT (s)Q1x(s) + uT (s)Q3u(s)]ds,

∀T f > 0. (18)

DEFINITION 3 [41]

Under the control law u∗(t) = Ki x(t) and a positive
number J ∗ with the end goal that the closed-loop system
achieves

Dα
t x(t) =

2∑

i=1

θi [(Ai + �Ai + BiKi + �BiKi )x(t)],
(19)

asymptotically stable and fulfills J (u∗) ≤ J ∗, such that
J ∗ is a guaranteed cost value and the suggested control
u∗(t) is supposed to be a guaranteed cost controller.

4.1 Control results

The accompanying theorem builds up a principle with
respect to LMIs for the issue of guaranteed cost con-
trol of uncertain FO systems by using the Razumikhin
theorem approach.

Theorem 1. Consider (19) along with the cost func-
tion (18). For given symmetric matrices Q1 > 0, Q2 >

0, Q3 > 0, u(t) = YiP
−1x(t) is a guaranteed cost

controller for (19), if there exists a symmetric matrix
P > 0, a matrix Yi with suitable dimensions, scalars
εa > 0, εb > 0 and satisfying the subsequent LMIs:


 =

⎡

⎢
⎢
⎢
⎣

E11 PH1 YT
i H

T
2 PQ2 YT

i Q
T
3∗ −εa I 0 0 0

∗ ∗ −εb I 0 0
∗ ∗ ∗ −Q1 0
∗ ∗ ∗ ∗ −Q3

⎤

⎥
⎥
⎥
⎦

< 0. (20)

Furthermore, the cost of system (19) is defined by n
= J ∗ = λmax(P

−1)||φ||2, where
E11 = AiP + PAT

i + BiYi + YT
i BT

i

+ εa E1E
T
1 + εbE2E

T
2 .

Proof. Consider the non-negative quadratic function
(see [41]):

V (x(t)) = xT (t)P−1x(t).

It is easy to verify that

λmin(P
−1)||x(t)||2 ≤ V (t, x(t)) ≤ λmax(P

−1)||x(t)||2.
In this manner, Lemma 3, condition (i) is fulfilled. It

follows from Lemma 2 that we get the α-order (0 < α <

1) Caputo derivative of V (x(t)) with (19) as follows:

Dα
t V (x(t))

≤ 2xT (t)P−1Dα
t x(t)

= 2xT (t)P−1[(Ai + �Ai (t) + BiKi + �Bi (t)Ki )]
= 2xT (t)[P−1Ai + P−1�Ai (t)P

−1BiKi
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+ P−1�Bi (t)Ki ]
= xT (t)

[
P−1Ai + AT

i P
−1 + P−1BiKi

+ KTBT
i P

−1]x(t) + 2xT (t)P−1E1F1(t)H1x(t)

+ 2xT (t)P−1E2F2(t)H2Ki x(t). (21)

Using the Cauchy matrix inequality, we have the
accompanying evaluations.

2xT (t)P−1E1F1(t)H1x(t)

≤ εax
T (t)P−1E1E

T
1 P

−1x(t)

+ ε−1
a xT (t)HT

1 H1x(t),

2xT (t)P−1E2F2(t)H2Ki x(t)

≤ εbx
T (t)P−1E2E

T
2 P

−1x(t)

+ ε−1
b xT (t)KT

i H
T
2 H2Ki x(t). (22)

Therefore, we obtain

Dα
t V (x(t))

≤ xT (t)
[
P−1A + ATP−1 + P−1BK

+ KT
i B

TP−1 + εaP
−1E1E

T
1 P

−1

+ ε−1
a HT

1 H1 + εbP
−1E2E

T
2 P

−1

+ ε−1
b KT

i H
T
2 H2Ki + (Q1 + KT

i Q3Ki )
]
x(t),

(23)

pre and post multiplying by P by the above inequality
and introducing Ki = YiP

−1, we have

Dα
t V (x(t))

≤ xT (t)
[
AP + PAT + BYi

+ YT
i B

T + εa E1E
T
1

+ ε−1
a PHT

1 H1P + εbE2E
T
2

+ ε−1
b YT

i H
T
2 H2Yi + (PQ1P + YT

i Q3Yi )
]
x(t)

≤ xT (t)
x(t). (24)

Using the Schur complement lemma, we get 
 < 0,
corresponding to LMI (20), to get

Dα
t V (x(t)) < 0, ∀t ≥ 0. (25)

Along these lines, Lemma 3, condition (ii) is addi-
tionally fulfilled. Therefore, the closed-loop system is
asymptotically stable. Furthermore, we will evaluate the
guaranteed cost function (21). From conditions (20) and
(24), we have the following.

Dα
t V (x(t)) < −xT (t)(Q1 + KT

i Q3Ki )x(t),

∀t ∈ [0, t f ]. (26)

Integrating (26) with order α on both sides of 0 to t f
and using Lemma 1, we obtain the following result:

V (x(T f )) ≤ V (x(0)) − J (u). (27)

Therefore,

J (u) ≤ V (x(0)) ≤ λmax(P
−1)||φ||2 = J ∗, (28)

as V (x(T f )) = xT (T f )P
−1x(T f ) ≥ 0. This completes

the proof.

5. Simulation results

Let

Dα
t x(t) =

2∑

i=1

θi [(Ai + �Ai + BiKi + �BiKi )x(t)],
(29)

where 0 < a < 1, 0 < b < 1 and

A1 =
⎡

⎢
⎣

7.2 12 0 0
1 −1 −1 0
0 28 0 0

−37 0 0 −12

⎤

⎥
⎦ ,

A2 =
⎡

⎢
⎣

−10.08 12 0 0
1 −1 −1 0
0 28 0 0

−37 0 0 −12

⎤

⎥
⎦ ,

B1 = B2 = I4, H1 = diag{0.1, 0.1, 0.1, 0.1},
H2 = diag{0.2, 0.2, 0.2, 0.2}, E1 = 0.1, E2 = 0.1.

To stabilise the uncertain FO LPV system (20) under
consideration, we design the controller Ki = Yi P−1

with the parameters given above. For this reason,
addressing the LMIs in Theorem 1 with the given param-
eters using the Matlab LMI toolbox, we acquire the
accompanying gain matrices

K1 =
⎡

⎢
⎣

−9.6093 −2.5499 −0.4027 6.5997
−2.4547 −5.7844 −5.3641 1.1406
−0.4199 −5.3742 −5.8989 −0.3217
6.2770 1.1173 −0.3527 −4.7170

⎤

⎥
⎦ ,

K2 =
⎡

⎢
⎣

−9.1780 −2.4412 −0.3841 6.3216
−2.5662 −5.8157 −5.3704 1.2179
−0.3677 −5.3620 −5.8984 −0.3579
6.7169 1.2364 −0.3328 −5.0231

⎤

⎥
⎦ .

The controlling strategies were applied in various
combinations of fractional order of the system equation.
The control parameters were kept constant and the func-
tionalities could be varied to understand the dynamic
changes of fractional orders in the system.

Figure 9 shows the phase portraits and time series with
different variables. The oscillations are purely chaotic
and oscillate asymptotically without applying any con-
trol strategies (uncontrolled).

Figure 10 shows the control response of system (29)
by varying the fractional order q4 with two sets of values
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Figure 9. Numerically computed (a) phase portraits and (b) time series of chaotic oscillation without controlling. The frac-
tional orders are fixed as q1, q2, q3, q4 = (1, 1, 1, 0.9).

q4 = 0.4 and q4 = 0.7 and the rest of fractional orders,
i.e., q1, q2, q3 have been considered as one (integer).
From figure 10, it is clearly seen that when the frac-
tional order is gradually decreased, the damping of the
system is increased. This can also be visualised by plot-
ting the phase portraits of the variables. Figure 11 shows
the phase portraits of the controlling variables x1 and x2
by plotting the phase portraits between them. Here, three
sets of fractional order q4 are varied. From the visuals of
figure 11, the controlling is one-to-one related to frac-
tional orders. The stable point (zero) is denoted as a pink
circle in the figure.

Similarly, the other fractional orders (q1, q2, q3) could
be varied and for the sake of simplicity, these plots are
avoided here.

6. Importance and future direction

Studying the FO-based nonlinearity gives more insight/
advantages in understanding the fractional complex sys-
tem. The importance of the present study is as follows

• The main characteristics of memristor-based dynam-
ical systems used in different domains is their
memory outcome (history dependence). However,
the FO nonlinearity-based memristor system gives

more features than traditional complex systems.
• In the modified Chua’s circuit, the dimension of

chaoticity can be defined by measuring DC repre-
senting the counting box fractional dimension of
chaotic flows. In the context of nanoscience, which
is devoted to numerically exploring electronic cir-
cuits, the reported norms support the usefulness of
the modified Chua’s circuit for emulating fractional
emergent phenomena. Because the memristor exclu-
sively has the purpose of a time-dependent nonlinear
element, as a time-independent linear element, it
decreases to a regular resistor.

• The FO-based memristor systems in the form of sin-
gle, coupled and network of arrangements which
may give high degree of freedom and large mem-
ory property. Moreover, this FO nonlinearity system
gives the framework for more efficient circuit mod-
elling and control in various fields.

• FO-based micro- and nanoelectronic devices can
be made for appropriate applications with notable
accuracies to avoid failures/errors. Moreover, the
microstructures have supercapacitors with nanocrys-
talline and microcrystalline surfaces, which are
deposited electrodes. It can be modelled more suc-
cessfully by FO equations than by classic
models.
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Figure 10. Control response of system (29). The fractional order is varied for (a) q4 =0.7 and (b) q4 =0.4. The fractional
orders are fixed at q1, q2, q3 =1.0. Different colours indicate the state variables (x1,2,3,4) of the system.

Figure 11. Numerical phase portraits of (x1–x2) variables
with respect to different FO values. q4 = 0.8 (black dotted
line),q4 =0.6 (red dotted line) andq4 =0.4 (blue dotted line).
Here, the stable points are identified with the pink circle.

• This method appears very promising in FO systems
studied in different fields such as electrical science,
electrochemistry, control science, diffusion process,
viscoelasticity, material science, etc.

In the future, fractional memristor nonlinearity will be
studied using a coupled network of oscillators and will
demonstrate the important features of both hidden and
self-excited attractors. This study will show the large-
memory property. In particular, fractional memristive
nonlinearity will be investigated by coupled and network
systems with the shared nonlinearity concepts.

7. Conclusions

We investigated the least FO nonlinearity to gener-
ate chaos in a memristor-based Chua FO system. The
memristor-based fractional Chua system is considered
and we found the existence of chaos for least-order
nonlinearity at q4 = 0.48. Several numerical and exper-
imental analyses were performed. For global dynamics
of the system, the two-parameter scanning is per-
formed between FO nonlinearity vs. fractional-state
variables. The oscillatory limits and the multistabil-
ity phenomenon were identified by the two-parameter
plot. To the best of the author’s knowledge, this is the
first study to perform FO nonlinearity in hidden and
self-excited systems to find the minimal strength of non-
linearity to produce chaos.

Moreover, we handle the guaranteed cost controller
method for MCC models with parameter uncertain-
ties. Primarily, an uncertain MCC model is construed
as a linear uncertainty system in terms of the function
of the memristor. The proposed plan can be utilised
to deal with the constant use of MCC models. By
building an appropriate Lyapunov functional and util-
ising inequality techniques, the asymptotic stability of
the addressed model has been set up as far as LMIs
are concerned. Moreover, the control gain matrices
are determined by tackling a set of LMIs using the
MATLAB LMI control toolbox. Finally, the simula-
tion results verify the established theoretical findings.
The strategy in this work can be utilised to manage
more complicated issues, for example, filtering design
[55], observer design, external disturbances (dissipativ-
ity, passivity, H∞ performance [56]) and event-triggered
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scheme [57–59] to save the limited network communi-
cation bandwidth.
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