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#### Abstract

This study presents a T-S fuzzy-based sampled-data controller for switched chaotic systems. First, we designed the switched-based sampled-data fuzzy controller. Second, a novel time-dependent Lyapunov-Krasovskii functional (LKF) approach with the information of switching signals is proposed, which covers all information of the sampling interval and the time-delay information in the controller, improving the integral inequality, some sufficient conditions are established, which makes the proposed closed-loop system be exponentially stable. Subsequently, the derived conditions are formulated with respect to linear matrix inequalities (LMIs). Meanwhile, the corresponding sampled-data controller gains are designed under the larger sampling interval. Finally, the suggested T-S fuzzy sampled-data controller (TSFSD) is used to demonstrate the usefulness of the approaches in the Lorenz system, Chen system, and Lu system.


## 1. Introduction

Lotfi A. Zadeh's fuzzy logic theory has revolutionized current science and technology research and development. In control theory, fuzzy logic has been crucial. It has provided fresh logical insights [1]. The Takagi-Sugeno (T-S) fuzzy model is mathematically straightforward. It has become one of the most widely used tools for the design and analysis of control systems [2,3]. Nonlinear control methods based on the T-S fuzzy model have recently been developed effectively in the context of linear matrix inequalities (LMIs) (see [4-8]). The T-S fuzzy model approach was widely used in the description of actual systems as a great way for dealing with system intrinsic parameter insecurity in [9-13]. In [14], the control of T-S fuzzy systems with engineeringoriented complexity was explored by the authors. Accordingly, some of the control methods have been developed for fuzzy-based nonlinear systems.

Recently, the chaotic system has been an essential one that has drawn a lot of attention from both academic and industrial groups. In this regard, chaotic systems have numerous potential uses in the engineering field, including secure communication, neural networks, and etc [15-18]. In [19], initiated the master-slave concept was initiated
to fulfill the synchronization of chaotic systems. Up to now, different control approaches have been proposed to examine chaotic systems, for example, feedback control [20], intermittent control [21], sliding mode control [22], adaptive control [23], and impulsive control [24]. In [25], authors investigated reliable $H_{\infty}$ control for the permanent magnet synchronous motor using fuzzy techniques. The fuzzy stabilization of nonlinear systems in sampled data in terms of exponential stability has been further developed in [26]. More recently, the authors in [27] considered fuzzy large-scale interconnected power systems of T-S and have been computing stability and stabilization issues based on the sampled-data control (SDC) approach. Recently, sampled-data feedback control is a highly examined point for finite-dimensional systems due to the way modern control systems utilize digital technology for the execution of the controller [28-31]. The control systems utilizing one or more signals at discrete time intervals are defined as SDC systems. Recently, a lot of researchers focused on the chaotic systems with SDC. The stability issue of fuzzy sampled-data stabilization of T-S for chaotic systems has been extensively investigated in [32]. The author's in [33] has been investigated chaotic systems with T-S fuzzy technique via asynchronous samplings. Although the SDC technique established a

[^0]large number of findings and produced a wider sample interval, one of the objectives of this study is to improve the sample period.

A switched system is made up of a set of continuous-time or discretetime subsystems, as well as a switching law that determines which subsystem is active at any given time period. In the last two decades, several works have been dedicated to switched systems; see, for example, [34-37]. The sampled-data stabilization problem for switched linear neutral systems was investigated in [38]. Recently, fuzzy sampleddata stabilization for switched non-linear systems has been studied only in a few publications [39-42]. However, most methods have a similar weakness, i.e., the essential information of membership functions has been disregarded, which in some ways contributes to increased conservatively. It is observed that when the Lyapunov-reliant functional membership function is taken into consideration, the conservatism of the findings for the fuzzy systems is reduced. Consequently, the membership function in fuzzy sample data systems is highly essential and significant. Recently, the LKF, which depends on the membership function, was introduced and less conservative results were achieved in [43]. Therefore, different challenges arise. Can the subsystem constraints for switched fuzzy systems be relaxed and a sampled-data controller designed to fulfill the stay conditions? How can we ensure that the closed-loop system remains stable when asynchronous develops between an activated subsystem and its corresponding controller? These questions are answered affirmatively in this study.

The study's major goal is to solve the challenge of chaotic systems stabilizing under SDC. Novel necessary conditions for the sampled-data stabilization of chaotic systems are found utilizing the free-weighting matrix method and the LMI methodology. For chaotic systems, a novel stability criterion is developed that fully exploits the knowledge available about the actual sampling pattern. We show that under the sample-and-hold implementation of the controller, there is a tiny enough sampling time for the closed-loop system to maintain exponentially stability (Theorems 1 and 2). The simulation results are presented to illustrate the efficacy of the new approach.

Notations: We will now define a certain issue formulation and main outcome notations. $\mathbb{R}^{n}$ represents a $n$-dimensional Euclidean space, and $\mathbb{R}^{n \times m}$ represents a $n$-dimensional real matrix. $I_{n}$ and $0_{n \times m}$ are denote $n \times n$ identity matrix and $n \times m$ zero matrix, respectively.

## 2. Problem statement and preliminaries

Consider a nonlinear system which can be described as the following switching signal:
$\dot{x}(t)=f_{\sigma(t)}(x(t), u(t))$,
where $x(t) \in \mathbb{R}^{n}$ and $u(t) \in \mathbb{R}^{m}$ denotes the state vector and control input, respectively. $\sigma(t)=[0, \infty) \rightarrow \mathbb{S}=\{1, \ldots, m\}$ noted right continuous piecewise constant switching signal. Furthermore, the system (1) can be described by the following fuzzy IF-THEN rules

Plant rule $i$ : IF $z_{1}$ is $M_{i 1}$ and $\cdots$ and $z_{n}$ is $M_{i n}$ THEN
$\dot{x}(t)=A_{i \sigma(t)} x(t)+B_{i \sigma(t)} u(t),(i=1,2, \ldots, r)$
where $A_{i \sigma(t)} \in \mathbb{R}^{n \times n}, B_{i \sigma(t)} \in \mathbb{R}^{n \times m}$, are constant system matrices, the fuzzy set noted as $M_{i j}(i=1, \ldots, r ; j=1, \ldots, n)$ and the IF-THEN rules number is $r$, the premise variables denoted as $z(t)=\left[z_{1}(t), \ldots, z_{n}(t)\right]$. The overall output is expressed as:
$\dot{x}(t)=\frac{\sum_{i=1}^{r} w_{i}(z(t)) A_{i \sigma(t)} x(t)}{\sum_{i=1}^{r} w_{i}(z(t))}+\frac{\sum_{i=1}^{r} w_{i}(z(t)) B_{i \sigma(t)} u(t)}{\sum_{i=1}^{r} w_{i}(z(t))}$.
Throughout this paper, we consider $\sigma(t)$ is equivalent to $\kappa$. The fuzzy model (2) is the $\kappa$ th subsystem and by using the standard fuzzy inference method, the given pair of $(x(t), u(t))$, the final output of the fuzzy model (2) is inferred as follows:
$\dot{x}(t)=\sum_{i=1}^{r} h_{i}(z(t))\left[A_{i \kappa} x(t)+B_{i \kappa} u(t)\right]$,
where $h_{i}(z(t))$ represents the normalized weight of the IF-THEN rule,
$h_{i}(z(t))=\frac{w_{i}(z(t))}{\sum_{i=1}^{r} w_{i}(z(t))}, w_{i}(z(t))=\prod_{j=1}^{n} M_{i j}\left(z_{j}(t)\right)$
and $M_{i j}\left(z_{j}(t)\right)$ is the grade of membership of $z_{j}(t)$ in $M_{i j}$. It is assumed that $w_{i}(z(t)) \geq 0, \sum_{i=1}^{r} w_{i}(z(t))>0$. Therefore, we have $h_{i}(z(t)) \geq$ 0 , and $\sum_{i=1}^{r} h_{i}(z(t))=1$.

## 3. Sampled-data mechanism and PDC control law

Based on the sampled-data mechanism and parallel distributed compensation (PDC) control theory, the new fuzzy controller can be obtained as follows:

Plant rule $i$ : IF $z_{1}\left(t_{k}\right)$ is $M_{i 1}$ and $\ldots$ and $z_{n}\left(t_{k}\right)$ is $M_{i n}$ THEN
$u(t)=u\left(t_{k}\right)=K_{i \sigma(t)} x\left(t_{k}\right)$, for $t \in\left[t_{k}, t_{k+1}\right), i=1,2, \ldots, r$,
where $K_{i \sigma(t)},(i=1,2, \ldots, r)$ are the controller parameters. $t_{k}$ with $k \in \mathbb{S}$ denotes the $k$ th sampling time. Thus, the control signal has a constant value $u(t)$ for $t \in\left[t_{k}, t_{k+1}\right)$ in which $u(t)$ denotes a control signal. The general fuzzy controller $u(t)$ is a piecewise constant and can be written as
$u(t)=\sum_{i=1}^{r} h_{i}\left(z\left(t_{k}\right)\right) K_{i \kappa} x\left(t_{k}\right)$,
for $t \in\left[t_{k}, t_{k+1}\right), i=1,2, \ldots, r$.
Set the sampling interval $h_{k}=t_{k+1}-t_{k}$ and satisfy $0<h_{\nu} \leq h_{k} \leq h_{\mathcal{V}}$, for all $k \geq 0$. Then, substituting (5) into (3), one gets
$\dot{x}(t)=h_{i} h_{j}\left[A_{i K} x(t)+\left(B_{i K} K_{j K}\right) x\left(t_{k}\right)\right]$,
where $h_{i} h_{j}=\sum_{i=1}^{r} \sum_{j=1}^{r} h_{i}(z(t)) h_{j}\left(z\left(t_{k}\right)\right)$.

Definition 1 ([44]). The System (6) is said to be exponentially stable, if there exist $\alpha>0$ and $\beta>0$, such that the following relation is holds
$\|x(t)\| \leq \beta e^{-\alpha\left(t-t_{0}\right)}\left\|x\left(t_{0}\right)\right\|_{c}, \forall t \geq t_{0}$,
where $\alpha$ is the exponential delay rate and $x\left(t_{0}\right)$ is the initial value at $t=t_{0}$.

Definition 2 ([44]). Given constant $\tau_{d}>0$, for any time interval between two successive switches is in any event $\tau_{d}$, i.e. $t_{s+1}^{\sigma}-t_{s}^{\sigma}>\tau_{d}$. If there exists $N_{0}>0$ such that
$N_{\sigma}(T, t) \leq N_{0}+\frac{T-t}{\tau_{d}}, \forall T>t \geq t_{0}$,
where $N_{\sigma}(t, T)$ denotes the number of changes to $(t, T)$.

Lemma 1 ([45]). Consider a symmetric matrix $\hat{X}_{33}>0, \hbar(t) \in[0, h]$ and arbitrary matrices $\hat{\hat{X}}_{11}, \hat{\mathscr{X}}_{12}, \hat{\mathscr{X}}_{13}, \hat{\mathscr{X}}_{22}$, and $\hat{\mathscr{X}}_{23}$ such that $\left[\hat{\mathscr{X}}_{i j}\right]_{3 \times 3} \geq 0$, then we obtain

$$
\begin{aligned}
& -\int_{t-\hbar(t)}^{t} \dot{x}^{T}(s) \hat{\mathscr{X}}_{33} \dot{x}(s) d s \leq \int_{t-\hbar(t)}^{t}\left[\begin{array}{c}
x(t) \\
x(t-\hbar(t)) \\
\dot{x}(s)
\end{array}\right]^{T} \\
& \quad \times\left[\begin{array}{ccc}
\hat{X}_{i j} & \hat{X}_{12} & \hat{X}_{13} \\
* & \hat{X}_{22} & \hat{X}_{23} \\
* & * & 0
\end{array}\right]\left[\begin{array}{c}
x(t) \\
x(t-\hbar(t)) \\
\dot{x}(s)
\end{array}\right] d s .
\end{aligned}
$$

## 4. Main results

This section proposes the exponential stability criteria for the switched fuzzy system (6). The feedback control parameters of the sampled data will be derived.

Theorem 1. For given gains $K_{j \kappa}$ and positive scalars $h_{\mathcal{V}}, h_{\nu}, \alpha, \beta$, and $\mu \geq 1$, the system (6) is stable if there exist positive symmetric matrices $P_{1 \kappa} \in \mathbb{R}^{n \times n}, P_{1 \kappa l} \in \mathbb{R}^{n \times n}, P_{2 \kappa} \in \mathbb{R}^{n \times n}, P_{2 \kappa l} \in \mathbb{R}^{n \times n}, Z_{\kappa} \in \mathbb{R}^{n \times n}, Z_{\kappa l} \in$ $\mathbb{R}^{n \times n}$, and matrices $U_{11 \kappa} \geq 0, U_{11 \kappa l} \geq 0, U_{12 \kappa} \geq 0, U_{12 \kappa l} \geq 0, U_{13 \kappa} \geq$ $0, U_{13 \kappa l} \geq 0, U_{22 \kappa} \geq 0, U_{22 \kappa l} \geq 0, U_{23 \kappa} \geq 0, U_{23 \kappa l} \geq 0, U_{33 \kappa} \geq$ $0, U_{33 \kappa l} \geq 0$, and $\mathcal{X}_{\kappa}, \mathcal{X}_{\kappa l}, \mathcal{Y}_{\kappa}, \mathcal{Y}_{\kappa l}, \mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}, \mathcal{G}$ with appropriate dimensions satisfying the following LMIs $(\kappa \neq l \in \mathbb{S})$ :

$$
\begin{align*}
& \left\{\begin{array}{c}
\Sigma_{\kappa}^{A}+h_{\mathcal{V}} \Sigma_{\kappa}^{B}<0, h_{k} \in\left\{h_{\mathcal{V}}, h_{\mathcal{V}}\right\} \\
\Sigma_{\kappa l}^{A}+h_{\mathcal{V}} \Sigma_{\kappa l}^{B}<0, h_{k} \in\left\{h_{\mathcal{V}}, h_{\mathcal{V}}\right\}
\end{array}\right.  \tag{9}\\
& {\left[\begin{array}{cc}
\Sigma_{\kappa}^{A}+h_{k} \Sigma_{\kappa}^{C} & \sqrt{h_{k}} \mathcal{M}^{T} \\
* & -\mathcal{Z}_{\kappa}
\end{array}\right]<0, h_{k} \in\left\{h_{\mathcal{V}}, h_{\mathcal{V}}\right\},}  \tag{10}\\
& {\left[\begin{array}{cc}
\Sigma_{\kappa l}^{A}+h_{k} \Sigma_{\kappa l}^{C} & \sqrt{h_{k}} \mathcal{M}^{T} \\
* & -\mathcal{Z}_{\kappa l}
\end{array}\right]<0, h_{k} \in\left\{h_{\mathcal{V}}, h_{\mathcal{V}}\right\}}
\end{align*}
$$

$$
\left\{\begin{array}{l}
P_{1 \kappa l}<P_{1 \kappa}, P_{2 \kappa l}<P_{1 \kappa}, \mathcal{X}_{\kappa l}<\mathcal{X}_{\kappa}, \\
\mathcal{Y}_{\kappa l}<\mathcal{Y}_{\kappa}, Z_{\kappa l}<e^{-(\alpha+\beta) h_{\mathcal{L}}} Z_{\kappa}, \\
U_{11 \kappa l}<U_{11 \kappa}, U_{12 \kappa l}<U_{11 \kappa}, U_{13 \kappa l}<U_{11 \kappa},  \tag{12}\\
U_{22 \kappa l}<U_{11 \kappa}, U_{23 \kappa l}<U_{11 \kappa}, U_{33 \kappa l}<U_{11 \kappa}, \\
P_{1 l}<\mu P_{1 \kappa l}, P_{2 l}<\mu P_{2 \kappa l}, \mathcal{X}_{l}<\mu \mathcal{X}_{\kappa l}, \\
\mathcal{Y}_{l}<\mu \mathcal{Y}_{\kappa l},
\end{array}\right.
$$

where

$$
\begin{aligned}
& \Sigma_{\kappa}^{A}=e_{2}^{T} P_{1 \kappa} e_{1}+e_{1}^{T} P_{1 \kappa}^{T} e_{2}-\left[e_{1}-e_{3}\right]^{T} P_{2 \kappa}\left[e_{1}-e_{3}\right] \\
& +\alpha e_{1}^{T} P_{1 \kappa} e_{1}-\frac{\pi^{2}}{4}\left(e_{1}-e_{3}\right)^{T} Z_{\kappa}\left(e_{1}-e_{3}\right) \\
& -\left[\begin{array}{c}
e_{1} \\
e_{3}
\end{array}\right]^{T}\left[\begin{array}{cc}
\frac{\left(\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}\right)}{2} & -\mathcal{X}_{\kappa}+\mathcal{Y}_{\kappa} \\
* & -\mathcal{Y}_{\kappa}-\mathcal{Y}_{\kappa}^{T}+\frac{\left(\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}\right)}{2}
\end{array}\right] \\
& \times\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]+\left[\begin{array}{lll}
e_{1}^{T} & e_{2}^{T} & e_{3}^{T}
\end{array}\right] \mathcal{M}^{T}\left[e_{1}-e_{3}\right] \\
& +\left(\left[\begin{array}{lll}
e_{1}^{T} & e_{2}^{T} & e_{3}^{T}
\end{array}\right] \mathcal{M}^{T}\left[e_{1}-e_{3}\right]\right)^{T}+e_{1}^{T}\left[U_{13 \kappa}\right. \\
& \left.+U_{13 \kappa}^{T}\right] e_{1}+e_{1}^{T}\left[-U_{13 \kappa}+U_{23 \kappa}^{T}\right] e_{3} \\
& +e_{3}^{T}\left[-U_{13 \kappa}^{T}+U_{23 \kappa}\right] e_{1}+e_{3}^{T}\left[-U_{23 \kappa}-U_{23 \kappa}^{T}\right] e_{3}+ \\
& {\left[e_{1}^{T}+e_{2}^{T}\right] \mathcal{G}\left[-e_{2}+A_{i K} e_{1}+\left(B_{i K} K_{j \kappa}\right) e_{3}\right]} \\
& +\left(\left[e_{1}^{T}+e_{2}^{T}\right] G\left[-e_{2}+A_{i K} e_{1}+\left(B_{i K} K_{j \kappa}\right) e_{3}\right]\right)^{T} \\
& \Sigma_{\kappa}^{B}=\left[e_{1}-e_{3}\right]^{T} P_{2 \kappa} e_{2}+e_{2}^{T} P_{2 \kappa}^{T}\left[e_{1}-e_{3}\right] \\
& +\alpha\left[e_{1}-e_{3}\right]^{T} P_{2 \kappa}\left[e_{1}-e_{3}\right]+e_{2}^{T} Z_{\kappa} e_{2}+\alpha\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]^{T} \\
& \times\left[\begin{array}{cc}
\frac{\left(\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}\right)}{2} & -\mathcal{X}_{\kappa}+\mathcal{Y}_{\kappa} \\
* & -\mathcal{Y}_{\kappa}-\mathcal{Y}_{\kappa}^{T}+\frac{\left(\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}\right)}{2}
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right] \\
& +\left[e_{2}^{T} \frac{\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}}{2} e_{1}+e_{1}^{T}\left(\frac{\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}}{2}\right)^{T} e_{2}\right] \\
& +\left[e_{2}^{T}\left(-\mathcal{X}_{\kappa}+\mathcal{Y}_{\kappa}\right) e_{3}+e_{3}^{T}\left(-\mathcal{X}_{\kappa}+\mathcal{Y}_{\kappa}\right)^{T} e_{2}\right], \\
& \Sigma_{\kappa}^{C}=e_{1}^{T} U_{11 \kappa} e_{1}+e_{1}^{T} U_{12 \kappa} e_{3}+e_{3}^{T} U_{12 \kappa}^{T} e_{1}-e_{3}^{T} U_{12 \kappa}^{T} e_{3}, \\
& \Sigma_{\kappa l}^{A}=e_{2}^{T} P_{1 \kappa l} e_{1}^{T}+e_{1}^{T} P_{1 \kappa l}^{T} e_{2}-\left[e_{1}-e_{3}\right]^{T} P_{2 \kappa l}\left[e_{1}-e_{3}\right] \\
& +\alpha e_{1}^{T} P_{1 \kappa l} e_{1}-\frac{\pi^{2}}{4}\left(e_{1}-e_{3}\right)^{T} Z_{\kappa l}\left(e_{1}-e_{3}\right) \\
& -\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]^{T}\left[\begin{array}{cc}
\frac{\left(\mathcal{X}_{\kappa l}+\mathcal{X}_{\kappa l}^{T}\right)}{2} & -\mathcal{X}_{\kappa l}+\mathcal{Y}_{\kappa l} \\
* & -\mathcal{Y}_{\kappa l}-\mathcal{Y}_{\kappa l}^{T}+\frac{\left(\mathcal{X}_{\kappa l}+\mathcal{X}_{\kappa l}^{T}\right)}{2}
\end{array}\right] \\
& \times\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]+\left[\begin{array}{lll}
e_{1}^{T} & e_{2}^{T} & e_{3}^{T}
\end{array}\right] \mathcal{M}^{T} \\
& \times\left[e_{1}-e_{3}\right]+\left(\left[\begin{array}{lll}
e_{1}^{T} & e_{2}^{T} & e_{3}^{T}
\end{array}\right] \mathcal{M}^{T}\left[e_{1}-e_{3}\right]\right)^{T} \\
& +e_{1}^{T}\left[U_{13 \kappa l}+U_{13 \kappa l}^{T}\right] e_{1}+e_{1}^{T}\left[-U_{13 \kappa l}+U_{23 \kappa l}^{T}\right] e_{3} \\
& +e_{3}^{T}\left[-U_{13 \kappa l}^{T}+U_{23 \kappa l}\right] e_{1}+e_{3}^{T}\left[-U_{23 \kappa l}-U_{23 \kappa l}^{T}\right] e_{3}
\end{aligned}
$$

$$
\begin{aligned}
& +\left[e_{1}^{T}+e_{2}^{T}\right] \mathcal{G}\left[-e_{2}+A_{i \kappa l} e_{1}+\left(B_{i \kappa l} K_{j \kappa l}\right) e_{3}\right] \\
& +\left(\left[e_{1}^{T}+e_{2}^{T}\right] \mathcal{G}\left[-e_{2}+A_{i \kappa l} e_{1}+\left(B_{i \kappa l} K_{j \kappa l}\right) e_{3}\right]\right)^{T}, \\
& \Sigma_{\kappa l}^{B}=\left[e_{1}-e_{3}\right]^{T} P_{2 \kappa l} e_{2}+e_{2}^{T} P_{2 \kappa l}^{T}\left[e_{1}-e_{3}\right] \\
& +\alpha\left[e_{1}-e_{3}\right]^{T} P_{2 \kappa l}\left[e_{1}-e_{3}\right]+e_{2}^{T} Z_{\kappa l} e_{2} \\
& +\alpha\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]^{T}\left[\begin{array}{cc}
\frac{\left(\mathcal{X}_{\kappa l}+\mathcal{X}_{\kappa l}^{T}\right)}{2} & -\mathcal{X}_{\kappa l}+\mathcal{Y}_{\kappa l} \\
* & -\mathcal{Y}_{\kappa l}-\mathcal{Y}_{\kappa l}^{T}+\frac{\left(\mathcal{X}_{\kappa l}+\mathcal{X}_{\kappa l}^{T}\right)}{2}
\end{array}\right] \\
& \times\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]+\left[e_{2}^{T} \frac{\mathcal{X}_{\kappa l}+\mathcal{X}_{\kappa l}^{T}}{2} e_{1}+e_{1}^{T}\left(\frac{\mathcal{X}_{\kappa l}+\mathcal{X}_{\kappa l}^{T}}{2}\right)^{T} e_{2}\right] \\
& +\left[e_{2}^{T}\left(-\mathcal{X}_{\kappa l}+\mathcal{Y}_{\kappa l}\right) e_{3}+e_{3}^{T}\left(-\mathcal{X}_{\kappa l}+\mathcal{Y}_{\kappa l}\right)^{T} e_{2}\right], \\
& \Sigma_{\kappa l}^{C}=e_{1}^{T} U_{11 \kappa l} e_{1}+e_{1}^{T} U_{12 \kappa l} e_{3}+e_{3}^{T} U_{12 \kappa l}^{T} e_{1}-e_{3}^{T} U_{12 \kappa l}^{T} e_{3}, \\
& \text { and } e_{J}=\left[\begin{array}{lll}
0_{n \times(J-1) n}, & I_{n} & 0_{n \times(3-\jmath) n}
\end{array}\right], j=1,2,3,
\end{aligned}
$$

and if the average dwell time $(A D T), \tau_{a}$ of the switching signal satisfies
$\tau_{a}>\frac{(\alpha+\beta) h_{\mathcal{V}}+\operatorname{In} \mu}{\alpha}$.
Proof. (See Appendix for a proof).

## 5. Sampled-data stabilization

In this section, the adequate condition acquired in Theorem 1 cannot be formulated with respect to LMIs due to the presence of nonlinear terms. In such a manner, we will provide a co-design method for the controller gains of the fuzzy SDC, which can determine the following theorem.

Theorem 2. For any given positive scalars $h_{V}, h_{\nu}, \alpha, \beta$, and $\mu \geq 1$, the system (6) is asymptotically stable, if there exist positive definite matrices $\bar{P}_{1 \kappa} \in \mathbb{R}^{n \times n}, \bar{P}_{1 \kappa l} \in \mathbb{R}^{n \times n}, \bar{P}_{2 \kappa} \in \mathbb{R}^{n \times n}, \bar{P}_{2 \kappa l} \in \mathbb{R}^{n \times n}, \bar{Z}_{\kappa} \in \mathbb{R}^{n \times n}, \bar{Z}_{\kappa l} \in$ $\mathbb{R}^{n \times n}$, and matrices $\bar{Z}_{11 \kappa} \geq 0, \bar{Z}_{11 \kappa l} \geq 0, \bar{Z}_{12 \kappa} \geq 0, \bar{Z}_{12 \kappa l} \geq 0, \bar{Z}_{13 \kappa} \geq$ $0, \bar{Z}_{13 \kappa l} \geq 0, \bar{Z}_{22 \kappa} \geq 0, \bar{Z}_{22 \kappa l} \geq 0, \bar{Z}_{23 \kappa} \geq 0, \bar{Z}_{23 \kappa l} \geq 0, \bar{Z}_{33 \kappa} \geq$ 0 , $\bar{Z}_{33 \kappa l} \geq 0$, and $\overline{\mathcal{X}}_{\kappa}, \overline{\mathcal{X}}_{\kappa l}, \overline{\mathcal{Y}}_{\kappa}, \overline{\mathcal{Y}}_{\kappa l}, \overline{\mathcal{M}}_{1}, \overline{\mathcal{M}}_{2}, \overline{\mathcal{M}}_{3}, \overline{\mathcal{G}}^{23}$ with appropriate dimensions satisfying the following LMIs $(\kappa \neq l \in \mathbb{S})$;

$$
\left\{\begin{array}{l}
\bar{\Sigma}_{\kappa}^{A}+h_{\mathcal{V}} \bar{\Sigma}_{\kappa}^{B}<0, h_{k} \in\left\{h_{\mathcal{V}}, h_{\mathcal{V}}\right\}  \tag{14}\\
\bar{\Sigma}_{\kappa l}^{A}+h_{\mathcal{V}} \bar{\Sigma}_{\kappa l}^{B}<0, h_{k} \in\left\{h_{\mathcal{V}}, h_{\mathcal{V}}\right\}
\end{array}\right.
$$

$$
\begin{align*}
& {\left[\begin{array}{cc}
\bar{\Sigma}_{\kappa}^{A}+h_{k} \bar{\Sigma}_{\kappa}^{C} & {\sqrt{h_{k} \mathcal{M}^{2}}}^{T} \\
* & -\overline{\mathcal{Z}}_{\kappa}
\end{array}\right]<0}  \tag{15}\\
& {\left[\begin{array}{cc}
\bar{\Sigma}_{\kappa l}^{A}+h_{k} \bar{\Sigma}_{\kappa l}^{C} & {\sqrt{h_{k}} \overline{\mathcal{M}}^{T}}_{*}^{-\overline{\mathcal{Z}}_{\kappa l}}
\end{array}\right]<0} \tag{16}
\end{align*}
$$

$$
\left\{\begin{array}{l}
\bar{P}_{1 \kappa l}<\bar{P}_{1 \kappa}, \bar{P}_{2 \kappa l}<\bar{P}_{1 \kappa}, \overline{\mathcal{X}}_{\kappa l}<\overline{\mathcal{X}}_{\kappa}  \tag{17}\\
\overline{\mathcal{Y}}_{\kappa l}<\overline{\mathcal{Y}}_{\kappa}, \bar{Z}_{\kappa l}<e^{-(\alpha+\beta) h_{V}} \bar{Z}_{\kappa} \\
\bar{Z}_{11 \kappa l}<\bar{Z}_{11 \kappa}, \bar{Z}_{12 \kappa l}<\bar{Z}_{11 \kappa} \\
\bar{Z}_{13 \kappa l}<\bar{Z}_{11 \kappa}, \bar{Z}_{22 \kappa l}<\bar{Z}_{11 \kappa} \\
\bar{Z}_{23 \kappa l}<\bar{Z}_{11 \kappa}, \bar{Z}_{33 \kappa l}<\bar{Z}_{11 \kappa} \\
\bar{P}_{1 l}<\mu \bar{P}_{1 \kappa l}, \bar{P}_{2 l}<\mu \bar{P}_{2 \kappa l} \\
\overline{\mathcal{X}}_{l}<\mu \overline{\mathcal{X}}_{\kappa l}, \overline{\mathcal{Y}}_{l}<\mu \overline{\mathcal{Y}}_{\kappa l},
\end{array}\right.
$$

## where

$$
\begin{aligned}
\bar{\Sigma}_{\kappa}^{A}= & e_{2}^{T} \bar{P}_{1 \kappa} e_{1}+e_{1}^{T} \bar{P}_{1 \kappa}^{T} e_{2}-\left[e_{1}-e_{3}\right]^{T} \bar{P}_{2 \kappa}\left[e_{1}-e_{3}\right] \\
& +\alpha e_{1}^{T} \bar{P}_{1 \kappa} e_{1}-\frac{\pi^{2}}{4}\left(e_{1}-e_{3}\right)^{T} \bar{Z}_{\kappa}\left(e_{1}-e_{3}\right) \\
& -\left[\begin{array}{c}
e_{1} \\
e_{3}
\end{array}\right]^{T} \overline{\boxed{J}}\left[\begin{array}{c}
e_{1} \\
e_{3}
\end{array}\right]+\left[e_{1}^{T} e_{2}^{T} e_{3}^{T}\right] \overline{\mathcal{M}}^{T}\left[e_{1}-e_{3}\right] \\
& +\left(\left[e_{1}^{T} e_{2}^{T} e_{3}^{T}\right] \overline{\mathcal{M}}^{T}\left[e_{1}-e_{3}\right]\right)^{T}+e_{1}^{T}\left[\bar{Z}_{13 \kappa}+\bar{Z}_{13 \kappa}^{T}\right] e_{1} \\
& +e_{1}^{T}\left[-\bar{Z}_{13 \kappa}+\bar{Z}_{23 \kappa}^{T}\right] e_{3}+e_{3}^{T}\left[-\bar{Z}_{13 \kappa}^{T}+\bar{Z}_{23 \kappa}\right] e_{1}
\end{aligned}
$$

$$
\begin{align*}
& +e_{3}^{T}\left[-\bar{Z}_{23 \kappa}-\bar{Z}_{23 \kappa}^{T}\right] e_{3}+\left[e_{1}^{T}+e_{2}^{T}\right] \\
& \times\left[-\overline{\mathcal{G}} e_{2}+A_{i \kappa} \overline{\mathcal{G}} e_{1}+\left(B_{i K} H_{j \kappa}\right) e_{3}\right] \\
& +\left(\left[e_{1}^{T}+e_{2}^{T}\right]\left[-\overline{\mathcal{G}} e_{2}+A_{i K} \overline{\mathcal{G}} e_{1}+\left(\boldsymbol{B}_{i K} \boldsymbol{H}_{j K}\right) e_{3}\right]\right)^{T} \\
& \bar{\Sigma}_{\kappa}^{B}=\left[e_{1}-e_{3}\right]^{T} \bar{P}_{2 \kappa} e_{2}+e_{2}^{T} \bar{P}_{2 \kappa}^{T}\left[e_{1}-e_{3}\right] \\
& +\alpha\left[e_{1}-e_{3}\right]^{T} \bar{P}_{2 \kappa}\left[e_{1}-e_{3}\right]+e_{2}^{T} \bar{Z}_{\kappa} e_{2} \\
& +\alpha\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]^{T} \bar{\coprod}\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right] \\
& +\left[e_{2}^{T} \frac{\overline{\mathcal{X}}_{\kappa}+\overline{\mathcal{X}}_{\kappa}^{T}}{2} e_{1}+e_{1}^{T}\left(\frac{\overline{\mathcal{X}}_{\kappa}+\overline{\mathcal{X}}_{\kappa}^{T}}{2}\right)^{T} e_{2}\right] \\
& +\left[e_{2}^{T}\left(-\overline{\mathcal{X}}_{\kappa}+\overline{\mathcal{Y}}_{\kappa}\right) e_{3}+e_{3}^{T}\left(-\overline{\mathcal{X}}_{\kappa}+\overline{\mathcal{Y}}_{\kappa}\right)^{T} e_{2}\right] \text {, } \\
& \bar{\Sigma}_{\kappa}^{C}=e_{1}^{T} \bar{Z}_{11 \kappa} e_{1}+e_{1}^{T} \bar{Z}_{12 \kappa} e_{3}+e_{3}^{T} \bar{Z}_{12 \kappa}^{T} e_{1}-e_{3}^{T} \bar{Z}_{12 \kappa}^{T} e_{3}, \\
& \bar{\Sigma}_{\kappa l}^{A}=e_{2}^{T} \bar{P}_{1 \kappa l} e_{1}^{T}+e_{1}^{T} \bar{P}_{1 \kappa l}^{T} e_{2}-\left[e_{1}-e_{3}\right]^{T} \bar{P}_{2 \kappa l}\left[e_{1}-e_{3}\right] \\
& +\alpha e_{1}^{T} \bar{P}_{1 \kappa l} e_{1}-\frac{\pi^{2}}{4}\left(e_{1}-e_{3}\right)^{T} \bar{Z}_{\kappa l}\left(e_{1}-e_{3}\right) \\
& -\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]^{T} \overline{\boxed{J}}\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]+\left[\begin{array}{lll}
e_{1}^{T} & e_{2}^{T} & e_{3}^{T}
\end{array}\right] \overline{\mathcal{M}}^{T}\left[e_{1}-e_{3}\right] \\
& +\left(\left[\begin{array}{lll}
e_{1}^{T} & e_{2}^{T} & e_{3}^{T}
\end{array}\right] \overline{\mathcal{M}}^{T}\left[e_{1}-e_{3}\right]\right)^{T} \\
& +e_{1}^{T}\left[\bar{Z}_{13 \kappa l}+\bar{Z}_{13 \kappa l}^{T}\right] e_{1} \\
& +e_{1}^{T}\left[-\bar{Z}_{13 \kappa l}+\bar{Z}_{23 \kappa l}^{T}\right] e_{3}+e_{3}^{T}\left[-\bar{Z}_{13 \kappa l}^{T}+\bar{Z}_{23 \kappa l}\right] e_{1} \\
& +e_{3}^{T}\left[-\bar{Z}_{23 \kappa l}-\bar{Z}_{23 \kappa l}^{T}\right] e_{3} \\
& +\left[e_{1}^{T}+e_{2}^{T}\right]\left[-\overline{\mathcal{G}} e_{2}+A_{i \kappa l} \overline{\mathcal{G}} e_{1}+\left(B_{i \kappa l} H_{j \kappa l}\right) e_{3}\right] \\
& +\left(\left[e_{1}^{T}+e_{2}^{T}\right]\left[-\overline{\mathcal{G}} e_{2}+A_{i \kappa l} \overline{\mathcal{G}} e_{1}+\left(\boldsymbol{B}_{i \kappa l} \boldsymbol{H}_{j \kappa l}\right) e_{3}\right]\right)^{T} \\
& \bar{\Sigma}_{\kappa l}^{B}=\left[e_{1}-e_{3}\right]^{T} \bar{P}_{2 \kappa l} e_{2}+e_{2}^{T} \bar{P}_{2 \kappa l}^{T}\left[e_{1}-e_{3}\right] \\
& +\alpha\left[e_{1}-e_{3}\right]^{T} \bar{P}_{2 \kappa l}\left[e_{1}-e_{3}\right]+e_{2}^{T} \bar{Z}_{\kappa l} e_{2} \\
& +\alpha\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right]^{T} \bar{\coprod}\left[\begin{array}{l}
e_{1} \\
e_{3}
\end{array}\right] \\
& +\left[e_{2}^{T} \frac{\overline{\mathcal{X}}_{\kappa l}+\overline{\mathcal{X}}_{\kappa l}^{T}}{2} e_{1}+e_{1}^{T}\left(\frac{\overline{\mathcal{X}}_{\kappa l}+\overline{\mathcal{X}}_{\kappa l}^{T}}{2}\right)^{T} e_{2}\right] \\
& +\left[e_{2}^{T}\left(-\overline{\mathcal{X}}_{\kappa l}+\overline{\mathcal{Y}}_{\kappa l}\right) e_{3}+e_{3}^{T}\left(-\overline{\mathcal{X}}_{\kappa l}+\overline{\mathcal{Y}}_{\kappa l}\right)^{T} e_{2}\right], \\
& \bar{\Sigma}_{\kappa l}^{C}=e_{1}^{T} \bar{Z}_{11 \kappa l} e_{1}+e_{1}^{T} \bar{Z}_{12 \kappa l} e_{3}+e_{3}^{T} \bar{Z}_{12 \kappa l}^{T} e_{1}-e_{3}^{T} \bar{Z}_{12 \kappa l}^{T} e_{3}, \\
& \text { and } e_{j}=\left[\begin{array}{lll}
0_{n \times(J-1) n}, & I_{n} & 0_{n \times(3-J) n}
\end{array}\right], j=1,2,3, \\
& \begin{array}{l}
\bar{\amalg}=\left[\begin{array}{cc}
\frac{\left(\overline{\mathcal{X}}_{\kappa}+\overline{\mathcal{X}}_{\kappa}^{T}\right)}{2} & -\overline{\mathcal{X}}_{\kappa}+\overline{\mathcal{Y}}_{\kappa} \\
* & -\overline{\mathcal{Y}}_{\kappa}-\overline{\mathcal{Y}}_{\kappa}^{T}+\frac{\left(\overline{\mathcal{X}}_{\kappa}+\overline{\mathcal{X}}_{\kappa}^{T}\right)}{2}
\end{array}\right] \text { and if the average dwell-time, } \\
\tau a \text { of switching signal satisfies }
\end{array} \\
& \tau_{a}>\frac{(\alpha+\beta) h_{\mathcal{U}}+\operatorname{In} \mu}{\alpha} \text {. } \tag{18}
\end{align*}
$$

Moreover, the gains of the controller are given by $K_{j \kappa}=\overline{\mathcal{H}}_{j \kappa} \overline{\mathcal{G}}^{-1}$.
Proof. Let $\overline{\mathcal{G}}=\mathcal{G}^{-1}, \Lambda=\operatorname{diag}\{\overline{\mathcal{G}}, \overline{\mathcal{G}}, \overline{\mathcal{G}}\}$,
$\Lambda_{1}=\operatorname{diag}\{\overline{\mathcal{G}}, \overline{\mathcal{G}}, \overline{\mathcal{G}}, \overline{\mathcal{G}}\}, \bar{P}_{1 \kappa}=\overline{\mathcal{G}} P_{1_{\kappa}} \overline{\mathcal{G}}, \bar{P}_{2_{\kappa}}=\overline{\mathcal{G}} P_{2 \kappa} \overline{\mathcal{G}}, \bar{Z}_{\kappa}=\overline{\mathcal{G}} Z_{\kappa} \overline{\mathcal{G}}, \bar{U}_{11 \kappa}=$ $\overline{\mathcal{C}} U_{11 \kappa} \overline{\mathcal{G}}, \bar{U}_{12 \kappa}=\overline{\mathcal{G}} U_{12 \kappa} \overline{\mathcal{G}}, \bar{U}_{13 \kappa}=\overline{\mathcal{C}} U_{13 \kappa} \overline{\mathcal{G}}$,
$\bar{U}_{22 \kappa}=\overline{\mathcal{G}} U_{22 \kappa} \overline{\mathcal{G}}, \bar{U}_{23 \kappa}=\overline{\mathcal{G}} U_{23 \kappa} \overline{\mathcal{G}}, \bar{U}_{3 \underline{\mathcal{G}} \kappa}=\overline{\mathcal{G}} U_{33 \kappa} \overline{\mathcal{G}}, \overline{\mathcal{X}}_{\kappa}=\overline{\mathcal{G}} \mathcal{X}_{\kappa} \overline{\mathcal{G}}, \overline{\mathcal{Y}}_{\kappa}=$ $\overline{\mathcal{G}} \mathcal{Y}_{\kappa} \overline{\mathcal{G}}, \overline{\mathcal{M}}_{1 \kappa}=\overline{\mathcal{G}} \mathcal{M}_{1 \kappa} \overline{\mathcal{G}}, \overline{\mathcal{M}}_{2 \kappa}=\overline{\mathcal{G}} \mathcal{M}_{2 \kappa}{ }_{\mathcal{G}} \overline{\mathcal{G}}$,
$\overline{\mathcal{M}}_{3 \kappa}=\overline{\mathcal{G}} \mathcal{M}_{3 \kappa} \overline{\mathcal{G}}$. Left and right multiplying (9) by $\Lambda$ and (10)-(11) by $\Lambda_{1}$, it can be shown that the inequalities (14)-(16) hold.

Remark 1. Theorems 1 and 2 ensure stability and stabilization conditions according to the time-dependent switched LKF for the system (8) with respect to the switched SDC. With the aim of demonstrating the performance of novel LKF, we consider the following LKF without
switching conditions as follows:
$V(t)=\sum_{d=1}^{3} V_{d}(t), t \in\left[t_{k}, t_{k+1}\right)$,
where

$$
\begin{aligned}
V_{\kappa 1}(t)= & x^{T}(t) P_{1} x(t) \\
& +\left(t_{k+1}-t\right)\left[x(t)-x\left(t_{k}\right)\right]^{T} P_{2}\left[x(t)-x\left(t_{k}\right)\right], \\
V_{\kappa 2}(t)= & \left(t_{k+1}-t\right)\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right]^{T} \overbrace{\square}^{\square}\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right], \\
V_{\kappa 3}(t)= & \left(t_{k+1}-t\right) \int_{t_{k}}^{t} e^{\alpha(s-t)} \dot{x}^{T}(s) Z \dot{x}(s) d s \\
& -\frac{\pi^{2}}{4} \int_{t_{k}}^{t} e^{\alpha(s-t)}\left(x(s)-x\left(t_{k}\right)\right)^{T} Z\left(x(s)-x\left(t_{k}\right)\right) d s .
\end{aligned}
$$

Theorems 1-2 contain the sufficient condition for system (8) by taking into account the identical LKF and the controller gains are $K_{j}=$ $\overline{\mathcal{H}}{ }_{j} \overline{\mathcal{G}}^{-1}$.

Remark 2. The derived conditions of Theorem 1 can be utilized to investigate the system (6) under a given control gain, and the requirements of Theorem 2 can be utilized to plan a control gain that stabilizes the system (6). Furthermore, to infer the LMI-based stabilization conditions of Theorem 1 from Theorem 2, $\overline{\mathcal{C}}$ assumes a vital role in the change of the LMIs through the congruent transformation approach. In addition, we plan a TSFSD controller by utilizing parallel distributed compensation (PDC) technology and LMIs. The TSFSD controller model can guarantee exponential stability of the switched system.

Remark 3. According to Theorem 2, no matter what the switching rule is, the intended controller remains the same. That is, the modeled controller does not need to be altered every time the chaotic systems switch. As the switching law $\sigma(t)$ is arbitrary, for the switched chaotic system (6) with the Lorenz system ( $\delta=[0,0.8$ ), Chen system ( $\delta=$ $(0.8,1])$, and the Lu system $(\delta=0.8)$, the following stitching law is defined to choose the chaotic system every time.
$\sigma(t)=\left\{\begin{array}{l}1, \ell \in\left[\ell_{3 n}, \ell_{3 n+1}\right), \ell_{3 n+1}-\ell_{3 n}=\text { rand }, \\ 3, \ell \in\left[\ell_{3 n+1}, \ell_{3 n+2}\right), \ell_{3 n+2}-\ell_{3 n+1}=\text { rand }, \\ 2, \ell \in\left[\ell_{3 n+2}, \ell_{3 n+3}\right), \ell_{3 n+3}-\ell_{3 n+2}=\text { rand },\end{array}\right.$
where $m \geq 0 ; 1,2$, and 3 denotes the Lorenz system, Lu system, Chen system, respectively. rand denotes the active time of every subsystem that being arbitrary.

Remark 4. It is important to note that very limited works have been done on exponentially stable for T-S fuzzy chaotic system with sampled-data controller (SDC) based on the information of switching signal with input delay. It is noteworthy that in many industrial processes, the dynamical behaviors are generally complex and non-linear and their genuine mathematical models are always difficult to obtain. In [46], a procedure is proposed for the design of a sampled-data controller is proposed for T-S fuzzy chaotic system. Authors in [47], formulated periodic sampled-data stabilization of chaotic systems with the fuzzy approach. Stabilization analysis for fuzzy systems with a switched sampled-data control has been discussed in [39]. The model considered in this present study is more practical than that proposed by $[39,46,47]$, in light of the fact that they consider the usual SDC to have been studied with T-S fuzzy nonlinear system, but in this paper, we consider a fuzzy SDC with information about the switching signal. However, the authors in $[39,46,47]$ used some simple techniques to LKFs to solve the stability problems to those articles. In this paper, a novel LKF with information about the switching signal and the input delay approach has been proposed for the exponential stability analysis of the T-S fuzzy system. In addition, we have analyzed all


Fig. 1. (a) Poincar'e section in the Lorenz attractor at $\delta=0.01, \rho=28$ in the $\left(x_{3}\right)_{n}$ vs. $\left(x_{3}\right)_{n+1}$ plane, and the corresponding (b) three-dimensional chaotic attractor.
the families of systems (Lorentz system: $\delta \in[0,0.8)$, Chen family: $\delta \in(0.8,1]$, Lu system: $\delta=0.8)$ in the numerical example section. However, those methods cannot be applied to these systems with SDC. Therefore the analysis technique and system model proposed in this paper is more general than [39,46,47], which differentiates our work more effectively and this was demonstrate by the numerical simulation examples. Hence, the results presented in this paper is essentially new.

## 6. Examples

In this section, illustrative examples have been provided to illustrate the validity of the established theoretical approaches using SDC.

Example 6.1. Consider the following a chaotic system as transmitter:
$\left\{\begin{array}{l}\dot{x}_{1}(t)=(25 \delta+10)\left(x_{2}(t)-x_{1}(t)\right)+u(t), \\ \dot{x}_{2}(t)=(\rho-35 \delta) x_{1}(t)+(29 \delta-1) x_{2}(t)-x_{1}(t) x_{3}(t), \\ \dot{x}_{3}(t)=x_{1}(t) x_{2}(t)-\left(\frac{8+\delta}{3}\right) x_{3}(t),\end{array}\right.$
where $\delta$ is an abrupt single-key parameter, we fix $\rho$ as the system controlling independent parameter to identify the period doubling phenomenon. In this manuscript, we fix the parameter $\rho=28$ for the above system (21). Consider the unified chaotic system (21), when $\delta \in[0,0.8)$, it is called the Lorentz system; when $\delta \in(0.8,1]$ it is called the Chen system; when $\delta=0.8$, it is called the Lu system. In this part, the switched chaotic system (2) is comprised by these three chaotic systems, i.e., $m=3$. $\kappa=1$ denotes the Lorenz system; $\kappa=2$ denotes the Lu system; $\kappa=3$ denotes the Chen system.

### 6.1. Lorentz system: $\delta \in[0,0.8)$

To investigate the Lorenz system under $\delta \in[0,0.8)$ parameter range, the maxima of $x_{3}$ is obtained to find the symmetry and the changes in the wings of the chaotic attractor. The Poincare return map is plotted between $\left(x_{3}\right)_{n}$ vs $\left(x_{3}\right)_{n+1}$ with the above-mentioned parameters. The resulting graph is shown in Fig. 1(a). The corresponding double-wing chaotic attractor in a three-dimensional plane is shown in Fig. 1(b). Notice that from the Poincar'e analysis, the slope values (magnitude)


Fig. 2. Numerically computed (upper panel) bifurcation diagram and its corresponding (lower panel) Lyapunov exponent spectrum with respect to the parameter $\rho \in(140,150)$. Note that the plot computed by fixing the transformation parameter $\delta=0.01$.


Fig. 3. Numerically computed double-wing chaotic Lorenz system in different projections. (a) $x_{1}-x_{2}$, (b) $x_{1}-x_{3}$, (c) $x_{2}-x_{3}$ planes and corresponding time series of the variables (d) $x_{1}, x_{2}$, and $x_{3}$.
of the graph are greater than one throughout the range visited by the double-wing trajectory. This is an indication that the system has a positive Lyapunov exponent and proves that the system exhibits chaos. The calculation of the Lyapunov exponent and its corresponding bifurcations is shown in Fig. 2. The period was doubling in the range of $\rho \in(140,150)$. Changes in the sign of the Lyapunov exponent ( $\lambda_{1}$ red color) also promise the same. For the sake of simplicity, the third large magnitude of negative Lyapunov exponent $\left(\lambda_{3}\right)$ is avoided here. The symmetry about zero in the Poincar'e map shows that the two wings of the chaotic attractor are mirror-like structures (two wings). Notice that the Poincaré obtained considered the section $\dot{x_{3}}=0$. For more clarity, the different projections of the chaotic attractor are plotted in Fig. 3. From this different projection, the symmetrical wing is visualized. The frequency of chaotic data calculated using the discrete Fourier transform (DFT) of the $x_{1}$ signal using a fast Fourier transform (FFT) algorithm is shown in Fig. 4. It is shown that the broad-band spectrum (multiple frequencies) of frequency domains is shown to represents the chaotic nature of the signal. Note that the transformation parameter $\delta$ is set to 0.01 in this case.


Fig. 4. The FFT measurement of the signal $x_{1}$ is based on the Discrete Fourier Transform (DFT). $x$-axis the frequency and the $y$-axis is the amplitude of the signal.


Fig. 5. Numerically computed (upper panel) bifurcation diagram and its corresponding (lower panel) Lyapunov exponent spectrum with respect to the parameter $\rho$. Note that the plot computed by fixing the transformation parameter $\delta=0.85$.

### 6.2. Chen family: $\delta \in(0.8,1]$

Here, the symmetrical nature of the double band chaotic attractor is investigated by fixing the transformation parameter $\delta=0.85$. The calculation of the Poincaré return map is the same here.

Fig. 12 shows the Poincaré return map, which is plotted between $\left(x_{3}\right)_{n}$ vs $\left(x_{3}\right)_{n+1}$ with the above-mentioned parameters by fixing $\delta=$ 0.85 . The resulting graph is shown in Fig. 12(a). The corresponding double wing chaotic attractor in a three dimensional plane which is shown in Fig. 12(b). Notice that from the Poincare analysis, the slope values (magnitude) of the graph is not smooth and we get another line from the hump. which means the range visited by the double wing trajectory is not symmetrical and creates a new wing inside the two wings of the trajectories. The symmetry is not zero on this Poincar'e map. This is an indication of the Chen family of attractors. The change


Fig. 6. Numerically computed double wing chaotic Chen system in the different projections. (a) $x_{1}-x_{2}$, (b) $x_{1}-x_{3}$, (c) $x_{2}-x_{3}$ planes and corresponding time series of the variables (d) $x_{1}, x_{2}, x_{3}$.


Fig. 7. The FFT measurement of the signal $x_{1}$ is based on the Discrete Fourier Transform (DFT). $x$-axis the frequency and the $y$-axis is the amplitude of the signal.
in dynamics is due to the transformation parameter $\alpha$. Fig. 5 shows the Lyapunov exponent and its corresponding bifurcation plots. The period is achieved as a double in the range of $\rho \in(40,60)$. Changes in the sign of the Lyapunov exponent ( $\lambda_{1}$ red color) also promise the same. For the sake of simplicity, the third large magnitude of the negative Lyapunov exponent $\left(\lambda_{3}\right)$ is avoided here. Notice that the Poincaré obtained considered the section $\dot{x}_{3}=0$, similar to the Lorenz case. For more clarity, the different projections of the chaotic attractor are plotted in Fig. 6. From this different projection, the nonsymmetrical wing is visualized. The frequency of chaotic data calculated using the discrete Fourier transform (DFT) of the $x_{1}$ signal using a fast Fourier transform algorithm (FFT) is shown in Fig. 7. The broad-band spectrum (multiple frequencies) of frequency domains represents the chaotic nature of the signal. The frequency components are greater than the frequency domain of the Lorenz System, representing the transformation of the dynamics. Note that the transformation parameter $\delta$ is set to 0.85 in this case.


Fig. 8. (a) Poincar'e section in the Lu attractor at $\delta=0.8, \rho=28$ in the $\left(x_{3}\right)_{n}$ vs. $\left(x_{3}\right)_{n+1}$ plane and corresponding (b) three-dimensional chaotic attractor.


Fig. 9. Numerically computed (upper panel) bifurcation diagram and its corresponding (lower panel) Lyapunov exponent spectrum with respect to the parameter $\rho$. Note that the plot computed by fixing the transformation parameter $\delta=0.8$.

### 6.3. Lu system: $\delta=0.8$

Here, the symmetrical nature of the double band chaotic attractor is investigated by fixing the transformation parameter $\delta=0.8$. The calculation of the Poincar'e return map is the same here as in the earlier notes. Fig. 8 shows the Poincar'e return map, which is plotted between $\left(x_{3}\right)_{n}$ vs. $\left(x_{3}\right)_{n+1}$ with the parameters mentioned above by fixing $\delta=0.8$. The resulting graph is shown in Fig. 8(a). The corresponding double wing chaotic attractor in a three dimensional plane which is shown in Fig. 8(b). Notice that from the Poincare analysis the slope values (magnitude) of the graph is not smooth and random from the original hump. which means the range visited by the double wing trajectory is not symmetrical and creates a new wing inside the two wings of


Fig. 10. Numerically computed double wing chaotic Chen system in the different projections. (a) $x_{1}-x_{2}$, (b) $x_{1}-x_{3}$, (c) $x_{2}-x_{3}$ planes and corresponding time series of the variables (d) $x_{1}, x_{2}, x_{3}$.
the trajectories 8(b). The symmetry is not zero on this Poincar'e map. This is an indication of the Lu family of attractors. The change in dynamics is due to the transformation parameter $\delta$. Fig. 9 shows the Lyapunov exponent and its corresponding bifurcation plots. Double period achieved in the range of $\rho \in(60,80)$. Changes in the sign of the Lyapunov exponent ( $\lambda_{1}$ red color) also promisealso promisecolorcolor) also promise the same. For the sake of simplicity, the third large magnitude of negative Lyapunov exponent $\left(\lambda_{3}\right)$ is avoided here. Notice that the Poincare obtained considered the section $\dot{x_{3}}=0$ similar to the Lorenz and Chen system. For more clarity, the different projections of the chaotic Lu attractor are plotted in Fig. 10. From this different projection, the nonsymmetrical wing is visualized. The frequency of chaotic data calculated using the discrete Fourier transform (DFT) of the $x_{1}$ signal using a fast Fourier transform algorithm (FFT) is shown in Fig. 11. The broad band spectrum (multiple frequency) of frequency domains is shown to represent the chaotic nature of the signal. The frequency components are greater than the frequency domains of the Lorenz and Chen Systems. which represents the transformation of the dynamics. Notice that in the frequency spectra, there is one notable harmonic that falls into the newly born wing in between the chaotic attractor. Furthermore, the transformation parameter $\delta$ is set to 0.8 in this case.

The system (21) is the well-known Lorenz, Lu, and Chen chaotic systems, when $\delta=\{0,0.8,1\}$, respectively. The state variable $x(0) \in$ $[-10,10,10]^{T}$, utilizing T-S fuzzy modeling approach:
$\dot{x}(t)=\sum_{i=1}^{2} h_{i}(x(t))\left[A_{i \kappa} x(t)+B_{\text {iк }} u(t)\right]$,
where $x=\left[x_{1}, x_{2}, x_{3}\right]^{T}$. Now, putting the circuit equation into the state-space format, we have the following systems, which are continuously connected together:

When $\delta=0$, the above chaotic attractor will transformed to the following Lorentz family is mode 1.
$A_{11}=\left[\begin{array}{ccc}-10 & 10 & 0 \\ 28 & -1 & l_{1} \\ 0 & -l_{1} & -\frac{8}{3}\end{array}\right], \quad B_{11}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$,
$A_{21}=\left[\begin{array}{ccc}-10 & 10 & 0 \\ 28 & -1 & -l_{2} \\ 0 & l_{2} & -\frac{8}{3}\end{array}\right], \quad B_{21}=\left[\begin{array}{ccc}1 & 0 & 0\end{array}\right]^{T}$,


Fig. 11. The FFT measurement of the signal $x_{1}$ is based on the Discrete Fourier Transform (DFT). $x$-axis the frequency and the $y$-axis is the amplitude of the signal.

When $\delta=1$, chaotic attractor will be transformed to the following Chen family is mode 2.
$A_{12}=\left[\begin{array}{ccc}-35 & 35 & 0 \\ -7 & 28 & l_{1} \\ 0 & -l_{1} & -\frac{9}{3}\end{array}\right], B_{12}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$,
$A_{22}=\left[\begin{array}{ccc}-35 & 35 & 0 \\ -7 & 28 & -l_{2} \\ 0 & l_{2} & -\frac{9}{3}\end{array}\right], B_{22}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$,

When $\delta=0.8$, chaotic attractor will transform to the following Lu family is mode 3.
$A_{13}=\left[\begin{array}{ccc}-(25 * 0.8+10) & 25 * 0.8+10 & 0 \\ 28-35 * 0.8 & 29 * 0.8-1 & l_{1} \\ 0 & -l_{1} & -\frac{8.8}{3}\end{array}\right]$,
$B_{13}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}, B_{23}=\left[\begin{array}{ccc}1 & 0 & 0\end{array}\right]^{T}$,
$A_{23}=\left[\begin{array}{ccc}-(25 * 0.8+10) & 25 * 0.8+10 & 0 \\ 28-35 * 0.8 & 29 * 0.8-1 & l_{2} \\ 0 & -l_{2} & -\frac{8.8}{3}\end{array}\right]$,
$h_{1}\left(x_{1}(t)\right)=\frac{x_{1}(t)-l_{1}}{l_{2}-l_{1}}, h_{2}\left(x_{1}(t)\right)=\frac{-x_{1}(t)+l_{2}}{l_{2}-l_{1}}$.
The fuzzy SDC is as follows:
$u(t)=\sum_{j=1}^{r} h_{j}\left(\varphi\left(x\left(t_{k}\right)\right)\right) K_{j \kappa} x\left(t_{k}\right), t \in\left[t_{k}, t_{k+1}\right)$.
According to the above parameters and $\alpha=\beta=0.1, \mu=1$, sampling period $h_{\mathcal{V}}=0.01, h_{\mathcal{V}}=0.2$. By using LMIs in Theorem 2 and MATLAB LMI toolbox, then the average dwell time can be calculated as $\tau_{a}>$ 0.1543 and the following gain matrices can be derived as follows.
$K_{11}=\left[\begin{array}{lll}3.1924 & -1.0472 & 4.5453\end{array}\right], K_{21}=\left[\begin{array}{lll}3.0236 & -1.0652 & 4.7434\end{array}\right]$,
$K_{12}=\left[\begin{array}{lll}3.2638 & -1.0582 & 3.9556\end{array}\right], K_{22}=\left[\begin{array}{lll}2.9238 & -1.0573 & 4.0334\end{array}\right]$,
$K_{13}=\left[\begin{array}{lll}3.1531 & -1.0491 & 4.6462\end{array}\right], K_{23}=\left[\begin{array}{lll}2.9537 & -1.0452 & 4.2434\end{array}\right]$.
Based on the above control gains, the state and control responses of system (22) are given in Figs. 13 and 14, respectively.


Fig. 12. (a) Poincar'e section in Chen attractor at $\alpha=0.85, \rho=28$ in the $\left(x_{3}\right)_{n}$ vs. $\left(x_{3}\right)_{n+1}$ plane and the corresponding (b) three-dimensional chaotic attractor.


Fig. 13. State responses for system (22) under the control gain matrices.


Fig. 14. Control responses of the system in Example 6.1.

## 7. Conclusions

In this article, based on the ADT technique, the switched chaotic system for fuzzy SDC has been examined. By utilizing the proper fuzzy LKF, novel inequality techniques and some sufficient conditions have been developed to obtain the exponential stability criteria for this type of chaotic system. Furthermore, the related SDC gains can be consolidated with the solvable LMIs within the maximum sampling interval. Simulation results are demonstrated such that the benefits of our theoretical techniques are validated. With these numerical results, it is inferred that the determined conditions have given less conservative results when contrasted with existing works and ready to accomplish
better stability achievement that has been exhibited the effectiveness of the proposed approach. Hence, in the future, the proposed techniques used in this paper will be adopted in the discrete-time case.
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## Appendix. Proof of Theorem 1

Proof. We realize that there are all things considered in the switching system during a sampling interval. Assuming that the system does not switch during any particular interval, the system modes and control gain are constantly coordinated. In the event that the system switches once during a sampling interval, before switching, the methods of system and control gain are coordinated, while subsequent switching can be different. Subsequently, we partition the interval into matched and mismatched to consider the stability.
Case 1: Consider the following LKF with matched intervals and $\sigma(t)=\kappa$ :
$V_{\kappa}(t)=\sum_{d=1}^{3} V_{\kappa d}(t), t \in\left[t_{k}, t_{k+1}\right)$,
where
$\begin{aligned} V_{\kappa 1}(t)= & x^{T}(t) P_{1 \kappa} x(t)+\left(t_{k+1}-t\right)\left[x(t)-x\left(t_{k}\right)\right]^{T} \\ & \times P_{2 \kappa}\left[x(t)-x\left(t_{k}\right)\right],\end{aligned}$

$$
\times P_{2 \kappa}\left[x(t)-x\left(t_{k}\right)\right]
$$

$V_{\kappa 2}(t)=\left(t_{k+1}-t\right)\left[\begin{array}{c}x(t) \\ x\left(t_{k}\right)\end{array}\right]^{T} \overbrace{\coprod}\left[\begin{array}{c}x(t) \\ x\left(t_{k}\right)\end{array}\right]$,
$V_{\kappa 3}(t)=\left(t_{k+1}-t\right) \int_{t_{k}}^{t} e^{\alpha(s-t)} \dot{x}^{T}(s) Z_{\kappa} \dot{x}(s) d s$

$$
-\frac{\pi^{2}}{4} \int_{t_{k}}^{t} e^{\alpha(s-t)}\left(x(s)-x\left(t_{k}\right)\right)^{T} Z_{\kappa}\left(x(s)-x\left(t_{k}\right)\right) d s
$$

and $\overbrace{\coprod}=\left[\begin{array}{cc}\frac{1}{2}\left(\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}\right) & -\mathcal{X}_{\kappa}+\mathcal{Y}_{\kappa}, \\ * & -\mathcal{Y}_{\kappa}-\mathcal{Y}_{\kappa}^{T}+\frac{1}{2}\left(\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}\right)\end{array}\right]$.
Taking the derivative of $V_{K}(t)$, we get

$$
\begin{align*}
\dot{V}_{\kappa 1}(t)= & \dot{x}^{T}(t) P_{1 \kappa} x(t)+x^{T}(t) P_{1 \kappa}^{T} \dot{x}(t) \\
& -\left[x(t)-x\left(t_{k}\right)\right]^{T} P_{2 \kappa}\left[x(t)-x\left(t_{k}\right)\right] \\
& +\left(t_{k+1}-t\right)\left[x(t)-x\left(t_{k}\right)\right]^{T} P_{2 \kappa} \dot{x}(t) \\
& +\left(t_{k+1}-t\right) \dot{x}^{T}(t) P_{2 \kappa}^{T}\left[x(t)-x\left(t_{k}\right)\right] \\
& +\alpha x^{T}(t) P_{1 \kappa} x(t)+\alpha\left(t_{k+1}-t\right)[x(t) \\
& \left.-x\left(t_{k}\right)\right]^{T} P_{2 \kappa}\left[x(t)-x\left(t_{k}\right)\right]-\alpha V_{\kappa 1}(t),  \tag{24}\\
\dot{V}_{\kappa 2}(t)= & -\alpha V_{\kappa 2}(t)-\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right]^{T} \overbrace{\text { 【 }}\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right] \\
& +\left(t_{k+1}-t\right)\left[\begin{array}{c}
\dot{x}(t) \\
0
\end{array}\right] \overbrace{\square}^{T}\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right]
\end{align*}
$$

$$
\begin{align*}
& +\left(t_{k+1}-t\right)\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right]^{T} \overbrace{\coprod}\left[\begin{array}{c}
\dot{x}(t) \\
0
\end{array}\right] \\
& +\alpha\left(t_{k+1}-t\right)\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right]^{T} \overbrace{\square}\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right] \\
& =-\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right]^{T} \overbrace{\coprod}\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right] \\
& +\alpha\left(t_{k+1}-t\right)\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right]^{T} \overbrace{\square}\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right)
\end{array}\right] \\
& +\left(t_{k+1}-t\right)\left[\dot{x}^{T}(t) \frac{\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}}{2} x(t)\right. \\
& \left.+x^{T}(t)\left(\frac{\mathcal{X}_{\kappa}+\mathcal{X}_{\kappa}^{T}}{2}\right)^{T} \dot{x}(t)\right] \\
& +\left(t_{k+1}-t\right)\left[\dot{x}^{T}(t)\left(-\mathcal{X}_{\kappa}+\mathcal{Y}_{\kappa}\right) x\left(t_{k}\right)\right. \\
& \left.+x^{T}\left(t_{k}\right)\left(-\mathcal{X}_{\kappa}+\mathcal{Y}_{\kappa}\right)^{T} \dot{x}(t)\right]-\alpha V_{\kappa 2}(t),  \tag{25}\\
& \dot{V}_{\kappa 3}(t)=\left(t_{k+1}-t\right) \dot{x}^{T}(t) Z_{\kappa} \dot{x}(t)-\int_{t_{k}}^{t} e^{\alpha(s-t)} \dot{x}^{T}(s) Z_{\kappa} \dot{x}(s) d s \\
& -\frac{\pi^{2}}{4}\left(x(t)-x\left(t_{k}\right)\right)^{T} Z_{\kappa}\left(x(t)-x\left(t_{k}\right)\right)-\alpha V_{\kappa 3}(t) . \tag{26}
\end{align*}
$$

Now, we have
$-\int_{t_{k}}^{t} e^{\alpha(s-t)} \dot{x}^{T}(s) Z_{\kappa} \dot{x}(s) d s \leq-\int_{t_{k}}^{t} \dot{x}^{T}(s) Z_{\kappa} \dot{x}(s) d s$.
Then
$-\int_{t_{k}}^{t} \dot{x}^{T}(s) Z_{\kappa} \dot{x}(s) d s=$

$$
\begin{equation*}
-\int_{t_{k}}^{t} \dot{x}^{T}(s) \mathcal{Z}_{\kappa} \dot{x}(s) d s-\int_{t_{k}}^{t} \dot{x}^{T}(s) U_{33 \kappa} \dot{x}(s) d s \tag{28}
\end{equation*}
$$

where $\mathcal{Z}_{\kappa}=Z_{\kappa}-U_{33 \kappa}$. Using the free-weighting matrix approach, we can get appropriately dimensioned matrix $\mathcal{M}=\left[\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}\right]$ to make the following inequality hold:
$\int_{t_{k}}^{t}\left[\begin{array}{c}\zeta(t) \\ \dot{x}(s)\end{array}\right]^{T}\left[\begin{array}{cc}\mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M} & \mathcal{M}^{T} \\ * & \mathcal{Z}_{\kappa}\end{array}\right]\left[\begin{array}{c}\zeta(t) \\ \dot{x}(s)\end{array}\right] d s \geq 0$,
where $\zeta(t)=\left[x^{T}(t) \dot{x}^{T}(t) x^{T}\left(t_{k}\right)\right]^{T}$. This implies

$$
\begin{align*}
& -\int_{t_{k}}^{t} \dot{x}^{T}(s) \mathcal{Z}_{\kappa} \dot{x}(s) d s \leq-\int_{t_{k}}^{t} \dot{x}^{T}(s) \mathcal{Z}_{\kappa} \dot{x}(s) d s \\
& \quad+\int_{t_{k}}^{t}\left[\begin{array}{c}
\zeta(t) \\
\dot{x}(s)
\end{array}\right]^{T}\left[\begin{array}{cc}
\mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M} & \mathcal{M}^{T} \\
* & \mathcal{Z}_{\kappa}
\end{array}\right]\left[\begin{array}{c}
\zeta(t) \\
\dot{x}(s)
\end{array}\right] d s \\
& \quad=\left(t-t_{k}\right) \zeta^{T}(t) \mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M} \zeta(t) \\
& \quad+2 \zeta^{T}(t) \mathcal{M}^{T}\left[x(t)-x\left(t_{k}\right)\right] \tag{30}
\end{align*}
$$

Utilizing Leibniz-Newton formula, Lemma 1, and a fact $[U]_{3 n \times 3 n} \geq 0$, the following inequality is obtained: $[U]_{3 n \times 3 n} \geq 0$. Then, we obtain

$$
\begin{align*}
& -\int_{t_{k}}^{t} \dot{x}^{T}(s) U_{33 \kappa} \dot{x}(s) d s \leq-\int_{t_{k}}^{t}\left[\begin{array}{cc}
x^{T}(t) & x^{T}\left(t_{k}\right) \\
\dot{x}^{T}(s)
\end{array}\right] \\
& \quad \times\left[\begin{array}{ccc}
U_{11 \kappa} & U_{12 \kappa} & U_{13 \kappa} \\
* & U_{22 \kappa} & U_{23 \kappa} \\
* & * & 0
\end{array}\right]\left[\begin{array}{c}
x(t) \\
x\left(t_{k}\right) \\
\dot{x}(s)
\end{array}\right] d s \\
& =x^{T}(t)\left[\left(t-t_{k}\right) U_{11 \kappa}+U_{13 \kappa}+U_{13 \kappa}^{T}\right] x(t) \\
& \quad+x^{T}(t)\left[\left(t-t_{k}\right) U_{12 \kappa}-U_{13 \kappa}+U_{23 \kappa}^{T}\right] x\left(t_{k}\right) \\
& \quad+x^{T}\left(t_{k}\right)\left[\left(t-t_{k}\right) U_{12 \kappa}^{T}-U_{13 \kappa}^{T}+U_{23 \kappa}\right] x(t) \\
& \quad+x^{T}\left(t_{k}\right)\left[\left(t-t_{k}\right) U_{22 \kappa}-U_{23 \kappa}-U_{23 \kappa}^{T}\right] x\left(t_{k}\right) . \tag{31}
\end{align*}
$$

## Then, we have

$$
\begin{align*}
\dot{V}_{\kappa 3}(t) & \leq\left(t_{k+1}-t\right) \dot{x}^{T}(t) Z_{\kappa} \dot{x}(t)-\frac{\pi^{2}}{4}\left(x(t)-x\left(t_{k}\right)\right)^{T} \\
& \times Z_{\kappa}\left(x(t)-x\left(t_{k}\right)\right)+\left(t-t_{k}\right) \zeta^{T}(t) \mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M} \zeta(t) \\
& +2 \zeta^{T}(t) \mathcal{M}^{T}\left[x(t)-x\left(t_{k}\right)\right]+x^{T}(t)\left[\left(t-t_{k}\right) U_{11}\right. \\
& \left.+U_{13}+U_{13}^{T}\right] x(t)+x^{T}(t)\left[\left(t-t_{k}\right) U_{12}-U_{13}\right. \\
& \left.+U_{23}^{T}\right] x\left(t_{k}\right)+x^{T}\left(t_{k}\right)\left[\left(t-t_{k}\right) U_{12}^{T}-U_{13}^{T}+U_{23}\right] x(t) \\
& +x^{T}\left(t_{k}\right)\left[\left(t-t_{k}\right) U_{22}-U_{23}-U_{23}^{T}\right] x\left(t_{k}\right)-\alpha V_{\kappa 3}(t) \tag{32}
\end{align*}
$$

For any properly dimensioned matrix $\mathcal{G}$, we get

$$
\begin{align*}
0= & 2\left[x^{T}(t)+\dot{x}^{T}(t)\right] \mathcal{G}[-\dot{x}(t)+\dot{x}(t)] \\
= & 2\left[x^{T}(t)+\dot{x}^{T}(t)\right] \mathcal{G}\left[-\dot{x}(t)+h_{i} h_{j}\left\{A_{i K} x(t)\right.\right. \\
& \left.\left.+\left(B_{i K} K_{j K}\right) x\left(t_{k}\right)\right\}\right] \\
= & \sum_{i=1}^{r} \sum_{j=1}^{r} h_{i}(z(t)) h_{j}\left(z\left(t_{k}\right)\right)\left\{-2 x^{T}(t) \mathcal{G} \dot{x}(t)\right. \\
& +2 x^{T}(t) \mathcal{G} A_{i K} x(t)+2 x^{T}(t) \mathcal{G} B_{i K} K_{j \kappa} x\left(t_{k}\right) \\
& -2 \dot{x}^{T}(t) \mathcal{G} \dot{x}(t)+2 \dot{x}^{T}(t) \mathcal{G} A_{i K} x(t) \\
& \left.+2 \dot{x}^{T}(t) \mathcal{G} B_{i} K_{j K} x\left(t_{k}\right)\right\} . \tag{33}
\end{align*}
$$

Then, substituting the left-hand side of (33) into $\dot{V}_{K}(t)$, we have

$$
\begin{align*}
\dot{V}_{\kappa}(t)+\alpha V_{\kappa}(t) \leq & \zeta^{T}(t)\left[\Sigma^{A}+\left(t_{k+1}-t\right) \Sigma^{B}+\left(t-t_{k}\right) \Sigma^{C}\right. \\
& \left.+\left(t-t_{k}\right) \mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M}\right] \zeta(t) \tag{34}
\end{align*}
$$

Furthermore, by $h_{k} \in\left[h_{\mathcal{V}}, h_{\mathcal{V}}\right]$, we can express the following results:

$$
\begin{align*}
\dot{V}_{\kappa}(t) \leq & -\alpha V_{\kappa}(t)+\zeta^{T}(t)\left[\Sigma^{A}+\frac{t_{k+1}-t}{h_{k}} h_{k} \Sigma^{B}\right. \\
& \left.+\frac{t-t_{k}}{h_{k}} h_{k}\left(\Sigma^{C}+\mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M}\right)\right] \zeta(t) \\
= & -\alpha V_{\kappa}(t)+\zeta^{T}(t)\left[\frac{t_{k+1}-t}{h_{k}} \Sigma^{A}+\frac{t-t_{k}}{h_{k}} \Sigma^{A}\right. \\
& \left.+\frac{t_{k+1}-t}{h_{k}} h_{k} \Sigma^{B}+\frac{t-t_{k}}{h_{k}} h_{k}\left(\Sigma^{C}+\mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M}\right)\right] \zeta(t) \\
= & -\alpha V_{\kappa}(t)+\zeta^{T}(t)\left[\frac{t_{k+1}-t}{h_{k}}\left(\Sigma^{A}+h_{k} \Sigma^{B}\right)\right. \\
& \left.+\frac{t-t_{k}}{h_{k}}\left(\Sigma^{A}+h_{k} \Sigma^{C}+h_{k} \mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M}\right)\right] \zeta(t) \\
= & -\alpha V_{\kappa}(t)+\zeta^{T}(t)\left[\frac{h_{\mathcal{V}}-h_{k}}{h_{\mathcal{V}}-h_{\mathcal{V}}}\left(\Sigma^{A}+h_{k} \Sigma^{B}\right)\right. \\
& +\frac{h_{k}-h_{\mathcal{V}}}{h_{\mathcal{V}}-h_{\mathcal{V}}}\left(\Sigma^{A}+h_{\mathcal{V}} \Sigma^{B}\right) \\
& +\frac{h_{\mathcal{V}}-h_{k}}{h_{\mathcal{V}}-h_{\mathcal{V}}}\left(\Sigma^{A}+h_{k} \Sigma^{C}+h_{k} \mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M}\right) \\
& \left.+\frac{h_{k}-h_{\mathcal{V}}}{h_{\mathcal{V}}-h_{\mathcal{V}}}\left(\Sigma^{A}+h_{k} \Sigma^{C}+h_{k} \mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M}\right)\right] \zeta(t) . \tag{35}
\end{align*}
$$

According to the Schur complements, (10) implies

$$
\begin{equation*}
\Sigma^{A}+h_{k} \Sigma^{C}+h_{k} \mathcal{M}^{T} \mathcal{Z}_{\kappa}^{-1} \mathcal{M}<0, h_{k} \in\left\{h_{\mathcal{V}}, h_{\mathcal{V}}\right\} \tag{36}
\end{equation*}
$$

From (35), we can obtain
$\dot{V}(t)+\alpha V_{\kappa}(t)<0, t \in\left[t_{k}, t_{k+1}\right)$.
Case 2: Next, we consider the mismatched intervals and assume $t_{s}^{\sigma} \in$ $\left[t_{k}, t_{k+1}\right.$ ) with $t_{s}^{\sigma-}=\kappa$ and $t_{s}^{\sigma}=l \neq \kappa$. By following the identical approach as in Case 1, also (37) holds for $t \in\left[t_{k}, t_{s}^{\sigma}\right.$ ). Using the following LKF:
$V_{\kappa l}(t)=\sum_{d=1}^{3} V_{\kappa l d}(t)$,
where

$$
\begin{equation*}
\dot{V}_{\kappa l}(t)+\beta V_{\kappa l}(t)<0 \tag{39}
\end{equation*}
$$

Moreover,
$V_{\kappa l}\left(t_{s}^{\sigma}\right)<V_{\kappa l}\left(t_{s}^{\sigma-}\right)$.
Utilizing (37), (39) and (40), the relationship between $V_{\kappa l}\left(t_{k+1}^{-}\right)$and $V_{K l}\left(t_{k}\right)$ can be characterized as
$V_{\kappa l}\left(t_{k+1}^{-}\right) \leq e^{(\alpha+\beta) h_{k}} e^{-\alpha\left(t_{k+1}-t_{k}\right)} V_{\kappa l}\left(t_{k}\right)$.
Under the condition (41), we have
$V_{\kappa l}\left(t_{k+1}\right)<\mu V_{\kappa l}\left(t_{k+1}^{-}\right)$.
Taking conditions (41), (42), and Definition 2 into examination, we get
$V_{K}(t) \leq e^{\left((\alpha+\beta) h_{\mathcal{V}}+\operatorname{In} \mu\right) N_{0}} . e^{\left(\frac{(\alpha+\beta) h_{\mathcal{V}}+\operatorname{In} \mu}{\tau_{a}}-\alpha\right)\left(t-t_{0}\right)} V_{\sigma\left(t_{0}\right)}\left(t_{0}\right)$.
Defining $c=e^{\left((\alpha+\beta) h_{V}+\operatorname{In} \mu\right) N_{0}}$, and
$\lambda=e^{\alpha-\left(\frac{(\alpha+\beta) h \mathcal{V}+\operatorname{In} \mu}{\tau_{a}}\right)\left(t-t_{0}\right)}>0$. Then
$V_{\sigma(t)}(t)<c e^{-\lambda\left(t-t_{0}\right)} V_{\sigma\left(t_{0}\right)}\left(t_{0}\right)$,
From the LKF candidate, scalars $\phi$ and $\epsilon$ are satisfied with: $\epsilon\|x(t)\|^{2} \leq V_{\sigma\left(t_{0}\right)}\left(t_{0}\right) \leq \phi e^{-\lambda\left(t-t_{0}\right)}\left\|x\left(t_{0}\right)\right\|_{c}^{2}$, which indicates
$\|x(t)\| \leq e^{-\frac{\lambda}{2}\left(t-t_{0}\right)} \sqrt{\frac{\phi}{\epsilon}\left\|x\left(t_{0}\right)\right\|_{c}}$.
With the above analysis, we know that the closed-loop system (6) is exponentially stable. Hence, the complete proof.
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