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In this article, we propose a generalized class of exponential factor type estimators for estimation of the finite population
distribution function (PDF) using an auxiliary variable in the form of the mean and rank of the auxiliary variable exist. The
expressions of the bias and mean square error of the estimators are computed up to the first order approximation. The proposed
estimators provide minimum mean square error as compared to all other considered estimators. Three real data sets are used to
check the performance of the proposed estimators. Moreover, simulation studies are also carried out to observe the performances
of the proposed estimators. The proposed estimators confirmed their superiority numerically as well as theoretically by producing

efficient results as compared to all other competing estimators.

1. Introduction

In survey sampling, it is well-known fact that the suitable use of
auxiliary information improves the precision of estimators by
taking advantage of the correlation between the study variable
and the auxiliary variable. Several estimators exist in the lit-
erature for estimating various population parameters including
mean, median, and total, but little attention has been paid to
estimate the distribution function (DF). Some important ref-
erences to the population mean using the auxiliary information
include [1-21]. In their work, several authors have suggested
improved ratio, product, and regression type estimators for
estimating the finite population mean.

The problem of estimating a finite population (DF) arises
when we are interested to find out the proportion of certain
values that are less than or equal to the threshold value. There

are situations where estimating the cumulative distribution
function is assessed as essential. For example, for a nutritionist,
it is interesting to know the proportion of the population that
consumed 25 percent or more of the calorie intake from
saturated fat. Similarly, a soil scientist may be interested in
knowing the proportion of people living in a developing
country below the poverty line. In certain situations, the need of
a cumulative distribution function is much more important.
Some important work in the field of distribution function (DF)
includes [22], which suggested an estimator for estimating the
DF that requires information both on the study variable and
the auxiliary variable. On similar lines, [23] proposed ratio and
difference-type estimators for estimating the DF using the
auxiliary information. Ahmad and Abu-Dayyeh [24] estimated
the DF using the information on multiple auxiliary variables.
Rueda et al. [25] used a calibration approach for estimating the
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DF. Singh et al. [26] considered the problem of estimating the
DF and quantiles with the use of auxiliary information at the
estimation stage, [27] considered a generalized class of esti-
mators for estimating the DF in the presence of nonresponse,
[28] suggested finite population distribution function esti-
mation with dual use of auxiliary information under simple
and stratified random sampling. Moreover, two new estimators
were proposed for estimating the DF in simple and stratified
sampling using the auxiliary variable and rank of the auxiliary
variable.

The rest of the article is composed as follows: in Section
2, some notations and symbols are given. In Section 3, the
existing estimators for estimating the DF are given. In
Section 4, we define two new generalized exponential factor
type estimators. Section 6 discusses the numerical study of
the proposed class of estimators. We also conduct a simu-
lation study for the support of our proposed generalized
family of estimators in Section 7. Section 8 gives the con-
cluding remarks.

2. Notations and Symbols

A finite population Q ={1,2,...,N} of N distinct and
identified units is considered. To estimate the finite pop-
ulation distribution function (DF), a sample of size 7 units is
drawn from a population using simple random sampling
without replacement (SRSWOR). Let Y;, X; and R, be the
values of the study variable Y, the auxiliary variable X and R,
rank of the auxiliary variable X, respectively. Let I (Y <t )
and I (X <t,) be the indicator variables based on Y and X,
respectively.

Let I:"(ty) =y I(Y; <t,)/n and F(t,) = Yol
(X;<t,)/n be the sampled distribution functions corre-
sponding to the population distribution function F (t,) =

Y 1I (X;<t )/n and F(t,) = Y| I(X; <t,)/n, respectively.
Let Y X and R be the sample means corresponding to
population means Y, X, and R,, respectively. Let
2=y (I(Yl_ty) F(t,)/(N-1), &=Y" (I,
<t,) - F(t)*/ (N -1), 52 =YV (X, -X)* /(N -1),8 =
Zfil (R, -R,)*/(N -1) be the population variances of
I(Y<t,), I(X<t,), X and R,, respectively. Let
C, =8,/F(t)), C, = §,/F(t,), C; = 8,/X, C; = 8,/R, be the
coeflicients of varlatlons of I(Y<t )I(X<t ), X, and R,

respectively.  Let &, =1 1i'(I(Y F(t ))(I(X
<t,)-FUDN(N-1), 5= (I(Y t ) - F(t e
(X;<t,) - F(@ DM (N -1),
{(I(Yz = x) F(tx)) (Xi SXx)}
8ys = , (1)
23 ; (N _ 1)
B TR I, S

i=1 (N - 1)

Sy = Y {T(Yi<t) = F(t,) (Rx; - RO} (N =1)  be
the population covariances between I(Ysty), I(X<t,),
I(Y<t)), I(X<t,) and R,, respectively. Let p;, = 0;,/
(818,); p13 = 813/(8,83), py3 = 853/ (8,83), p1y = 014/ (8,0,),
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Paa = 0,4/ (8,64), be the correlation coefficients between
I(Y<t )and I (X <t,), I(Ysty) and X, I(X<t,) and X,
I(Y <t ) and R, I(X<t,) and R,, respectively Let
Pl = (Plz + P13 = 2P12P13P23) (1= p23)s Plos = (P + PTy =
2p12P14P24) (1 = p3,) be the population coefficients of
multiple determination of (Y <t,) on I(X<t,) and X,
I(Y<t,) on I(X<t,) and R,, respectively.

To obtain the biases and mean squared errors (MSEs) of
the adapted and proposed estimators of F(t,), we consider
the following relative error terms. Let

Oy

£ F(tx)_F(tx)

! F(t,)
B2 5
X-X

52_7,
R,-R

63_ xﬁ X

Such that E(§;) = 0 for i = 0,1,2,3. V,, = E[§,& &,&]
E(&) = C,

E(&) =G,
E(&) =13, (4)
E(&) =1C5,

E (5051) = Ap1,C, G,

(5)
§185) = 2pC,Cy,
where A = (V- n).
(nN)

3. Existing Estimators

In this section, we briefly review some existing estimators of
E(t).

(1) The conventional unbiased mean per unit estimator

ofF(ty)is )
F(ty) = 2 (vist,). (6)

i=1
The variance of F(ty) is given by the following
equation:

Sl’—‘

var(B(t,)) = AF(t,)C2 %
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(2) The traditional ratio estimator of F (ty) is
T T F(tx)
F(t = F(t = . 8
()=o) (52) ®

The bias and MSE of F(ty)R, to the first order of
approximation, respectively, are given by the fol-
lowing equation:

Bias(F(1,),) = AF(1,)(C: = p12C:iCs ), ©)

MSE(E(t,),) = AF(t,)(CT + C; = 2p),C,C,).  (10)

The ratio estimator F(ty)R performs better than
F(t,), in terms of MSE, if p;, > C,/(2C,).

(3) Reference [29] suggested the usual product estimator
of F (t,):

(1)), - o) (509 w

The bias and MSE of F (t,)p> to the first order of
approximation are given by the following equation:

Bias(F(t,),) = AF(t,)p,C,C,, (12)
MSE(E(t,),) = AF*(t,)(CT + C; +2p1,C,C,). (13)

The product estimator F (t,)p is better than F(t y),in
terms of MSE, if p,, <-C,/(2C,).

(4) The conventional difference estimator of F (ty) is
ﬁ(t)’)Reg = F(t}’) + m{F (tx) - ﬁ(tX)}’ (14)

where m is an unknown constant. The minimum
variance of F(t,)g,, at the optimum value of
M(opy = P12(01/8,), is given by the following
equation:

Vary(F(t),,) = WF(,)CH(1-p1). (19)

(5) Reference [4] suggested an improved difference-type
estimator of F(t,), given by the following equation:

ﬁ(tY)R,D = mlﬁ(ty) + mZ{F(tx) - F‘(tx)}’ (16)

where m, and m, are unknown constants.

The optimum values of m; and m, are

1
(17)
B F(ty)PIZCI
M GG - )]

mz(

The bias and minimum MSE of F (ty) rp» to the first
order of approximation, respectively, are given by
the following equation:

Bias((f;t},)R’D) =F(t,)(m, - 1), (18)

_ AR (t )Ci(1 - p?
MSEmin<F(t;")R,D> = 1 E)fgf(lf— P?zl)Z).

(19)

(6) Reference [30] suggested the exponential ratio-type
and product-type estimators are given by the fol-
lowing equation:

(20)

Fie)-PL)

F(ty) rn = ?(g)ap(W

(ty)exp(w). (21)

F(t,)+F(t,)

F(t}’)BT,P =

)

The biases and MSEs of l:"(ty)BT)R and F(t},)BT’P, to
the first order of approximation, respectively, are
given by the following equation:

2
Bias(?(ty)BT’R> = )LF(ty)(ng _/)12C21C2), (22)

- AF(t
MSE(F(tJ’)BT,R> = i y) (4C§ +C; - 4P12C1C2);

(23)

2
Bias(F(t, )y ) = AF(ty)(Pu(z?lcz ] %) (24)

MSE(F(ty)BT,P> == 22 (4C) + G +4p1,C.Cy),
(25)

(7) Reference [14] suggested a generalized class of ratio-
type exponential estimators as follows:



(F(t}’)GK) = {m3ﬁ(ty) +my (F(ty)

2 (26)
- F(tx))}exp(F(t")F(t")),

F(t)+F(t,)

~ 8-1’C;
gl +aCi(1-p}))

m3(
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where m; and m, are unknown constants.

The optimum values of m; and m,, determined by
minimizing (26) are given by the following equation:

(27)

My (opt) = F(t}')

The bias of (F(y)gx), are given by the following
equation:

Bias(F(t,) ) = F(t,) -msF(t,) + %mﬁF(ty)/\cﬁ + %m4F(tx)/1C§,
(29)

1
—Em3F(ty))Lp12C1C2. (30)

The minimum MSE of F ()¢ at the optimum values of
ms and m, is given by the following equation:

MSE(F(t) ) 1) min = Vatmin(Frea (%))

CNP(1){c +8ci(1- L))
64{1 + AC}(1 - pi, )}

(31)

4. Proposed Estimator

Using the appropriate auxiliary information during the
estimation stage or at the design stage improves an esti-
mator’s efficiency. The sample distribution function of the
auxiliary variable has already been employed to increase the
efficiency and quality of estimators. The study of [20]
suggested using the rank of the auxiliary variable as an
additional auxiliary variable to improve the precision of a
population distribution function estimator. In this article,
we used two auxiliary variables to estimate the finite dis-
tribution function; we need additional auxiliary information
on the sample mean and sample distribution function of the
auxiliary variable, as well as the sample distribution function
of the study variable. In literature, auxiliary information
using the distribution function has been rarely attempted,
therefore we are motivated towards it. The principal ad-
vantage of our proposed generalized class of estimator is that
it is more flexible, and efficient than the existing estimators.

N’Cy +8p1,Cy —A7p,CiC5 - 4C2{1 - AC%(I - Piz)}
8F (t,)C,{1 + ACT(1-p, )} '

(28)

4.1. First Proposed Estimator. On the lines of [31], we suggest
a generalized class of exponential factor type estimators
which contains many stable and efficient estimators. By
combining the idea of [30, 31], the first estimator is given by
the following equation:

= (koky) o Sy —My Sy — My
F(ty>Pr0p1 - F(ty> EXp Sll + M11 exp 822 + M22 >

(32)
where
S = (A +T)F(t,) + fBlﬁ(tx)’

N (33)

Sy =(A,+T,)X + fB,X,
My, = (A, + fB))F(t,) + Tlﬁ(tx)’ (34)

M,, = (A, + fB,)X + Tz);(,

A= (Ki - 1) (Ki - 2)>
B = (K~ 1) (K, ~4), )
T; = (Ki - 2) (Ki - 3) (Ki - 4)’

(36)

n
f=r

Substituting different values of K; (i=1, 2, 3, 4) in
Equation (32), we can generate many more types of esti-
mators from our general proposed class of estimators, given
in Table 1.

By solving F (t,) g;;’;fi) given in (32) up-to first order of
approximation, we have the following equation:

(1+&)(1 45981 - 9md + 58)
ﬁ(ty);sfalﬁ) = F(ty) >
(1 + %‘9252 - iﬂmfﬁ + é%fﬁ)
(37)
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TaBLE 1: Family members of the proposed class of estimators F (¢ y) PI;O;;I)
S.No K, K, Estimators
I 1 1 F(t)) = F(t)exp(F(t,) - F(t,)/F(t,) + F(t,)exp(X - X/X+X)
I 1 2 F(t );}nﬁl = F(t))exp (F (t,) ~ F(t,)/F(t,) + F(t,))exp (X - X/X+X)
11 1 3 B(t)0 = F(t)exp(F(t,) = F(L)/F () + F(£)exp (n(X - X)/2NX - n(X + X))
v 1 4 F(t )gj}{l = F(t,)exp (F(t,) - F(t)/F (t,) + F(t,)_
\ 2 1 F(t) 30 =F(t)exp(F(t,) - F(t,)/F(t,) +F(t,)exp(X - X/X+X)
VI 2 2 F(t )gjpl F(t,)exp (F(t,) = F(t)/F (t,) + F(t,))exp (X ~ X/X +X)
VII 2 3 E(ty)p, = F(t))exp(F(t,) ~ F()/F (t,) + F(t,))exp (n(X - X)/2NX ~ (n) (X + X))
VIII 2 4 F(t )gj;l = F(t,)exp(F(t,) - F(t,)/F (t,) + F(t,)) A
IX 3 1 E(ty)g, = F(t,)exp(n(E (t,) ~ F(t))/2NF(t,) - (n(E(t) + F(t, ))))eXp(Xj)
X 3 2 F(t );33}),1 = F(t))exp (n(F (t,) - F(t,)2NF (t,) = (n(F(t,)) + F(t,)))exp(X - X/X +X)_
XI 3 3 E(ty)p) = F(ty)exp(n(F(t,) = F(t))2NF (t,) = (n(F (t,) + F(t,)))exp (n(X - X)/2NX - n(X + X))
XII 3 4 F(t)s =F(t yexp (n(F(t,) - F(t,)/2NE(t,) - (n(F(t,) + F(t,)
XIII 4 1 Bt = F(t,)exp(X - X/X +X)
X1V 4 2 F(t,)(2 = F(t,)exp(X - X/X +X)_
XV 4 3 E(typm, = F(t )eXp(n(X X)/2NX - n(X + X))
XVI 4 4 E(ty)p, = F(t,)
where Or
9 = fBl ~ Tl
" A+ fB + T,
— fBl — Tl
VA T fB AT,
(38)
_ fB,-
2T A+ B+ T,
fB, -

V2 :A2+fBZ +T,

&+ %‘9151 + %9252 + %915051 + %925052
=0, (koks)
(F(t)’)Propl - F(ty)> =F(t,) : (39)
_‘917’151 2Y2£2+ ‘9251 + 9252

Using (39), the bias and MSE of F (t ) (ky kz are given by
the following equation:
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1 1 1
591P12C1C2 + 592P13C1C3 * gCi(Sf - 291)’1)
B1as<F( )S‘;}’?) = F(ty)/\ , (40)
1
+5C3(9 - 28.7,)
¢+ loect loect 90000
R (k) 1t Tt TYIPRM
MSE<F( )Propl ) =F (tJ’)A 1 (41)
+9,013C,C; + 5‘91’92P23C2C3
Py, = (A, + T))F(t,) + fB,F(t,)
Differentiate (40) with respect to 9, and 9,, we get the n= (A T)E() + fBE(L) (46)
optimum values of 9, and 9, i.e, Py = (A + TZ)ﬁx N fBZ§x’
_2C, (P12 — P3P13) =
91 (opr) = Talho1) Qi1 = (A, + fB)F(t,) + T\ F(t,), (&)
(42) Q= (Ay + fB))R, + TyR,,
9 (opt) = 2C, (p1a - P23P12)
opt) —
’ Cz(p23 ) A; = (K; - 1)(K; - 2), (48)
= (K~ 1) (K, - 4),
Substituting the optimum values of 9; (o, and % opt) I ' !
Equation # 20, we get minimum MSE of F (¢, ) and is T, = (K, - 2) (K, - 3) (K, - 4),
given by the following equation: i i i i (49)

= Kk,
MSE<F(t;")Igropl )> = Fz(ty)/\CT [1 - Pi23]) (43)
where
+ 2
P1 )y = P12 P13 P12P13P23 (44)
1- P23

is the coefficient of multiple determination of F (ty) on
F(t,) and X.

4.2. Second Proposed Estimator. To increase the efficiency of
the estimators both at the design stage as well as at the
estimation stage, we utilize the auxiliary information. When
there exists a correlation between the study variable and the
auxiliary variable, then the rank of the auxiliary variable is
also correlated with the study variable. The rank of the
auxiliary variable can be treated as a new auxiliary variable,
and this information may also be used to increase the
precision of the estimators. Based on the idea of rank, we
propose a second new class of factor type estimators of the
finite population distribution function. The estimator is
given by the following equation:

(klk) i (2 P _(2
O e e e
(45)

where

f=v

Substituting different values of K; (i=1, 2, 3, 4) in
Equation (45), we can generate many more different types of
estimators from our general proposed class of estimators,
given in Table 2.

Solving F (t )(k k) given in (45) in terms of errors, we
have the followmg éunanon

(1 +&)(1+ 396 - P + 598
B(t,) o) = F(t,) :
(1 296 - 2y253 sgzg)
(50)

where
/B -T,

9, =S~ h
' A + fB +T,

— fBl _Tl
" A, + fB, + T,
(51)
/B -T,

A+ fB + T,

__JBi-
V2= Y B + T,
1 1 1

9,=

With first order approximation, we have the following
equation:



Mathematical Problems in Engineering 7
TaBLE 2: Family members of the proposed class of estimators F (¢ y) P];o;z)
S.No K, K, Estimators
I 1 1 F(t)") =F(t,)exp(F(t,) - F(t,)/F(t,) + F(t,)exp(R, - @/ﬁx + @x)
11 1 2 F(t )},ﬁz = F(t,)exp(F(t,) - F(t,)/F (t,) + F (t,))exp (R, ~R,/R +R,)
111 1 3 E(t );lml;z = F(t,)exp(F(t,) - F(t,)/F(t,) + F(t,))exp(n(R, - R,)/2NR, - n(R, +R,))
v 1 4 E(ty) e, = F(t,)exp(F(t,) - F(t)/F (t,) + F(1,))
\ 2 1 F(t)2) =F(t)exp(F(t,) - F(t,)/F(t,) + F(t,)exp(R, - R,/R, +R,)
VI 2 2 F(t );Zmzpz F(ty)exp(F(t,) - F(t)/F (t,) + F(t,))exp (R, ~RJR,+R o)
VI 2 3 F(t)2D), = F(t)exp(F(t,) ~ F(t)/F (t) + F(t)exp (n(R, ~ R)2NR, ~ n(R, +R,))
VIII 2 4 E(t))p, = F(t)exp(F(t,) = F(t)/F(t,) + F(t,)
IX 3 1 E(t))pr, = F(t)exp(F(t,) = F(t)/F (1) + F(t,)exp (R, ~RJ/R,+R,)
X 3 2 F(t )53;[32 = B(t)exp(F(t,) - F(L)/E (L) + F(t)exp(R, - R/R, +R,)
X1 3 3 E(t)p, =F(t )exp(A( )~ F(t)/E(t,) + F(t)exp (n(R, ~ R)/2NX — (n(R, +R,))
XII 3 4 E(ty)p, = F(t,)exp (nE (t,) ~ F(t,)| (2NF (t,) + nF (t,)))
X111 4 1 F(ty)lﬁ‘r‘;lgz =F(t,)exp(R, - R,/R, +R,)
XIV 4 2 F(t )Igjozlgz F(t,)exp (R, -RJR,+R,)
XV 4 3 F(t );‘r*j]jz = F(t,)exp(R, -RJR,+R,)
XVI 4 4 F(t )Igjgpg =F(t,)
1 1 1 1 Using (52) the bias and MSE of F (¢ )(Ijlo’kz) are given by
. fot3hibi %0 + P+ 2954 the following equation: Ter
() ~E(1) = (1)

2V253+ 9251 _‘9253
(52)

—_91)’1 51

n

Bias(l:"( )}Efo:Z 2) >

1
+§C (9

Differentiate Equation (54) with respect to 9; and 9, for
minimum MSE, we get the optimum values of 9; and 9,,

9 _ 2C, (P14 - P24P12)
(

1(opt) —
P C4(P§4 - 1)
(55)
% opy = 2C; (p1q — P24P12)
2(opt) —
C4(P24 )

Substituting the optimum values of 9, () and 9, 2(0pt) in
Equation # 25, we get minimum MSE of F (z,, )(k kz) is given
by the following equation:

PR A T
MSE(P(ty)Pmp2 )m = F*(t,)ACT[1 - pi 54 )» (56)

1 1
F(ty)A[ESIPIZCICZ + 5‘92P14C1C4

(53)
- 29,p1) +5CH(% - 29m,) |
cilec e, o
1"’21 2+Z‘P2 4 T V1P G,
(54)
1
+9,p14C,Cy + 59192P24C2C4
where
2
+ 2
%.24 _Pn P14 P12P14P24 (57)
1 _P24

is the coefficient of multiple determination of F (ty) on
F(t,) and R,.

5. Theoretical Comparison

In this section, the adapted and proposed estimators of F(t,)
are compared in terms of the minimum mean square error.

(1) From (7) and (43),

MSE(F(t, ) (kika)y

et Imin < Var (E(t,) if.

min



Var (F(t,)) - MSE(F(t,) ;j )min > 0 or if.
AF(t, )C2 - B2 (¢ AC2[12B8,,] > 0, orif
Pias> 0

(2) From (10) and (43),

MSE (F (t,) " ";1 )mm<MSE(F(t )p) if.

MSE(F(t )R) ZMSE (E (¢ )P’;O;j;ymmm or if.
Fz(t ))t[c2 +C2-2p,C, Cz] F2(t,)AC}[1 -
i 23] > 0, orif

[C3 = 2p,,C,C, + Cipi 51 >0
(3) From (13) and (43),

MSE (F (t,) (" ))mm<MSE(F(t )p) if.

MSE(F(t )0 L IMSE (F (¢ )ko";ymm>o or if.

(1, AIC? + C2 + 20,0, Gy T B (£ ACR 1 -
P 23] > 0, or if

[C3 +2p1,C,C, + Cipi 31> 0
(4) From (15) and (43),

MSE (F (t,) %) )mm<MSE(F(t%
MSE (E (¢, )Re‘)’ MSE (P (£,) 1% Yo

F(t, )A[Cz + (1/4)C ,012C G-
F2(t )/\CZ[ —pl 3] >0,0rif

[1/4C - pCiCy +C3pt 1150
(5) From (10) and (43),

MSE (F (t,) %) )mm<MSE(F(t%
MSE(F(tg,)RDg MSE (F (t )Pmpl;)mln
AF? (t,)CT (1 plz)/l +)LC2(1—p12)
F(t )/\Cz[l p? 53] >0, orif
AC;(Plz +Pa3) = Pla FP1az >0
(6) From (23) and (43),

MSE (F (1,) (i) )mm<MSE<F(t )B;TR)I
MSE(F(t )prr) — MSE (F () "1 i
AP (1, )(C2 4 (L4)C2 - p,C2C3

F(t, )/\Cz[l p123] >0, orif
[1/4((:2 +C2(p? 5 — 1)) >0

(7) From (25) and (43),

MSE (E (£,) §2%)) ., < MSE (F (£ )y p) i
MSE (F(£))pr-0) - MSE(E (£,) o
B2 (t A[C? + (14)C2 + p,C,Cof -
F(t, )/\C2[ - p?,31>0,0rif

[1/4C +p,C Gy + Cp? 01> 0
(8) From (31) and (43),

MSE (F (t,) %)) . < MSE (F (t o) if
MSE (F(£,)6 03 - MSE(E(£,) 51K} 50 or if.
APt ){64C2(1—p12)—/\4C4P PHECC (1 -
plz)}/64 L+ACT(1-ph)} - P )M -
p3,31>0,0rif
AF2 (¢ ){64c2(1 p2,) — A'CE - 160*CAC2
(1-p2)} - [{Fz(t ACT(1 - p§_23)}]>0
(9) From (7) and (56),

MSE (F (t,) (%) o < Var (F(t,)) if.
Var(F(t,)) ~MSE(E (t,) 5] | >0 or if,
AP (t,)C2 = F (£ )AC2 1~ p2 41> 0, or if

)Re ) if.
>0 or if.

)rp) if.

>0 or if.

>0 or if.

>0 or if.

mm
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Piaa>0.
(10) From (10) and (56),

MSE (F (t,) ;jz )min < MSE (F (t

) it
MSE(F(t ) 2 MSE(E (¢ V) e Din> 0 O if.
P, WICE + C2 = 2p,C O TR (E NC2 (1 -
pi 24] > 0, orif
[C3 - 2p1,C,C, + Clpt ] >0

(11) From (13) and (56),

MSE (F (t,) {1k )mm<MSE(F(t )p) if.

MSE(F(t )p) = MSE (E(t,) klok;’ymm>o or if.

(1, WICE + C2 + 2p,C O TR (E NC2 (1 -
pi 24] >0 orif

[C2+2p,,C,Cy + C2p2,,1>0
(12) From (15) and (56),

MSE (F (t,) (%) )mm<MSE(F(t
MSE (F(t)pod ~ MSE (E (¢ )P";f;)mm
F(t, )A[C2 + (1/4)c p12C Gl -
F? (t, )/\Cz[ - p2,41>0,0rif

[1/4C - pCiCy + C3p2,,1>0

(13) From (19) and (56),

MSE(F (t,) (%)), . < MSE (F (t
MSE (F (£, )5 o5 — MSE (E (¢ )("f -
AF2(t,)C3 (1— phlll P AC (T )
F? (tzy) CH1-pt,,] >0 orif
CH(ply +P1os) —Phy +P124 >0
(14) From (23) and (56),

MSE (E (t,)p) Jmin < MSE (F (¢ >§TR)
MSE (F (£,)5r-0) — MSE (F (£,) 7%
AF2(£,)(C2 + (1/4)C2 - p,C2CEf -
F? (t )/\Cz[ p124] >0, orif

[1/4(C2 +C(pl,, — p12))] >0
(15) From (25) and (56),

MSE(F(t ) propl,, )<MSE(F(t )pr.p) if.

MSE(F(t )BTP) MSE(F(t ) pro Ly )>0 orif.

Fz(t )/\[C2 + 1/4C3% + p1,C, Cz] F? (t,)ACT[1 -
P34l >0 orif

[1/4C5 + p1,C,C, + Cipt,,1>0

(16) From (31) and (56),

MSE (F (t,) %) . < MSE (F (t
MSE (E (¢ )?,ﬁ MSE (F (£,) 25
MSE(F(t Yoy

A2 (t,){64CE (T - ph) - XCl- 161CICH(1-
plz)}/64{1 +)LC2(1 -ph)}- Fz(t ACH[1-pi,,]1>
0, orif

AF? (8,){64CF (1 - p1)) = A'Cj - 16A°CIC3 (1~
P} = [{Fz(t IACH(1-p2,)H >0

)RE ) if.
>0 or if.

)RD) if.
>0 or if.

>0 or if.

mm

o) if.
>0 or if.

)

)mm

6. Numerical Study

In this section, we conduct a numerical study to inves-
tigate the performances of the adapted and proposed DF
estimators. For this purpose, three populations are
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TABLE 3: Summary statistics.

{tot, (value)}

Parameter Value Parameter — -
XrY Q] (x)rQla ()’) XxY Q3(x)rQ3(y)
N 923 F (ty) 0.7703 0.2556 0.5016 0.7497
n 180 C, 0.5463 1.7070 0.9973 0.5780
A 0.00447 F(t,) 0.7693 0.2503 0.5005 0.7508
X 11440.5 C, 0.5480 1.7317 0.9995 0.5764
Cy 1.86453 P12 0.8930 0.8711 0.8462 0.8930
Ex 462.000 P13 —0.6640 —-0.2861 —-0.4416 —0.6465
C, 0.57703 Pz —-0.6753 —0.2838 —0.4480 -0.6563
Pia —-0.7169 —0.7424 —-0.8286 —0.7402
P2 —-0.7298 -0.7503 —-0.8660 —-0.7492
B, 2.6333 2.3295 1.0000 2.3449
TABLE 4: Summary statistics.
Parameter Value Parameter — {tx’ by (Value)} - -
X, Y Q1 (x):Q1 ()’) X, Y Q3(x):Q3(y)
N 923 F (ty) 0.7703 0.2556 0.5016 0.7497
n 180 C, 0.5463 1.7070 0.9973 0.5780
A 0.00447 F(t,) 0.7291 0.2524 0.5016 0.7508
X 333.165 C, 0.6098 1.7218 0.9973 0.5764
C, 1.32809 P12 0.8727 0.1910 0.8917 0.9162
R, 462.000 P13 —-0.7385 —-0.3656 —-0.5366 —-0.7221
C, 0.57703 Pz -0.7120 —-0.1046 —-0.5419 —-0.7298
Pia -0.7223 -0.7424 —0.8486 —-0.7430
Pas -0.7697 -0.7503 —-0.8660 —-0.7491
B, 2.0634 1.2990 1.0000 2.3449
TABLE 5: Summary statistics.
Parameter Value Parameter - {tx’ by (Value)} - -
X>Y Ql (x)) Q1 (}’) X>Y Q3 (X), Q3 ()’)
N 69 F (ty) 0.7246 0.2464 0.5072 0.7536
n 10 C, 0.6209 1.7618 0.9928 0.5759
A 0.08550 F(t,) 0.7681 0.2464 0.5072 0.7536
X 4954.44 C, 0.5535 1.7618 0.9928 0.5759
C, 1.42478 P12 0.6607 0.7658 0.9420 0.7658
R, 35.0000 P13 -0.7129 —-0.3612 -0.5709 —-0.7424
C, 0.57321 Pa3 —-0.7745 —-0.3650 —-0.5427 —-0.7584
Pia -0.7168 -0.7109 —0.8558 —-0.7008
Pas -0.7310 —0.7464 —-0.8660 —-0.7464
B, 2.6144 2.3857 1.0000 2.3857

TaBLE 6: PREs of distribution function estimators for population I, II, and III, when F (ty) and F(t,) = Y. X.

. Population 1 Population 2 Population 3
Estimators p(?, X) p(?, X) p(?, X)
E(ty) 100 100 100
F(t,)g 465.57 336.04 162.16
E(t))p 25.47 2331 33.34
F(t,)prz 281.07 296.44 164.00
F(t,)prp 46.57 43.75 55.94
E(ty)reg 493.79 419.59 177.46
F(t))rao 493.93 419.73 180.76
F(t,)ex 493.99 419.78 181.17
F(t,) (k) 511.03 475.05 216.33

F(t,) I(jjo’p;’ 517.03 430.94 224.16
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TaBLE 7: PREs of distribution function estimators for population I, II, and III, when F(ty) and F(t,) = Q;(»), Q, (x).
Estimators Population 1 Population 2 Population 3

(Q1 ()’); Q (x)) (Ql ()’), Q (x))) (Ql (y), Q (x))

F(y) 100 100 100

F(y) 382.08 411.14 213.53
F(t )p 18.95 18.92 19.22
F(t )BrR 267.67 273.36 206.54
zj(t )Br.p 46.70 46.60 49.60
lj (y)Reg 414.63 442.7 241.84
F(t)) ko 415.93 44401 268.39
F(t )ax 415.95 444.03 268.65
F(t,) ff;l,ki 417.48 447.26 246.42
F(t, )(kli 448.24 475.38 270.52

Y’ Prop2

TaBLE 8: PREs of distribution function estimators for population I, II, and III, when F (t ) and F(t,) =

X or Qz()’) Qz( )-

Estimators Population 1

Population 2 Population 3

¥, X) Y. X) ¥, X)
F(t,) 100 100 100
F(t )r 324.29 461.49 862.32
F(t )p 27.06 26.45 25.79
F(t )Br.R 248.08 279.06 324.69
Ij(t )BT.p 47.64 46.69 45.62
F(t))rey 352.08 487.23 888.06
F(t))Rao 352.53 488.37 896.49
F(t,)ox 352.58 488.43 898.79
F(t )Iﬁ’;o"l’ 358.25 497.75 899.77
F(t) 404.37 550.62 941.66

Pro 172

TaBLE 9: PREs of distribution function estimators for population I, II, and III, when F(ty) and F(t,) = Q;(y), Q;(x).

Population 1

Population 2 Population 3

Estimat
stimators Qs (1),Q; (%)) (Q;3(),Q;(x)) (Q;(»),Q5(x))

E(t,) 100 100 100
F(t )r 468.75 598.06 213.53
F(t )p 26.04 25.73 27.78
F( y)BT,R 279.25 298.47 206.54
F(t,)prp 46.75 46.25 49.60
F(t))peq 493.83 622.46 241.84
F(9)rao 493.98 622.6 244.68
F(t,))ox 494.64 622.69 245.26
F(t )},’;D"; 509.95 647.15 284.03
F(t,) ks 523.64 652.19 266.09

Y’ Pro pZ

considered. The summary statistics of these populations
are reported in Tables 3-5. The percentage relative effi-
ciency (PRE) of the estlmatorF (t ) with respect to F(t is
given by the following equation::

- - Var(F( ))
PRE(F(t,),E(t,)) = ————— 222 x 100. (58)
where i=R,P, Reg, (R,D), (BT,R), (BT,P), (G,K),
Prop,, Prop,.
The PREs of the distribution function estimators,
computed from three populations, are given in Tables 6-9

Population 1. (Source: [32]) Y: number of teachers and X:
number of students.

Population 2. (Source: [32]) Y: Number of teachers and X:
number of Schools.

Population 3. (Source: [6]) Y: the estimated number of
fish caught by marine recreational fishermen in the
year 1995 and X: the estimated number of fish caught
by marine recreational fishermen in the year 1994.
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TaBLE 10: PREs of distribution function estimators using simu-
lation for Populations I, II, and III, when F(t,) and F(t,) = Y. X.

Population 1 Population 2 Population 3

ESm2tOrs 0 (30, () (Q ().Q (%) (Q (). Q (x)
F(y) 100 100 100
F(y)i 22.69356 19.94125 32.53728
E(t,)p 85.22727 176.8868 39.89362
F(t))prr 119.5219 187.7347 66.51885
F(t,)prp 60.12024 50.83023 100.3345
F(P)peg 120.6046 206.0017 106.8579
F(t)) ko 123.3073 208.7044 109.5606
F(t,)gx 123.3148 208.7171 109.5673
F(t,) (k) 121.8722 210.9814 111.9523
F(r)fh) 1295595 228.8673 120.3476
rop2

TaBLE 11: PREs of distribution function estimators using simu-
lation for populations I, II, and III, when F (ty) and F(t,) = Q, (y),
Ql (x).

Population 1 Population 2 Population 3

Estimators
(Q(»),Q (%) (Q(1Q(x) (Q(»),Q(x)
F(y) 100 100 100
F(y)i 34.68595 29.01847 91.81331
E(t,)p 84.38889 183.5737 33.68077
F(t,)prr 120.7592 190.3485 58.09967
F(t,)prp 58.79905 50.79537 124.1445
F(Y)re 121.9505 211.4561 124.8422
F (1)) ao 122.8161 211.863 125.2238
F(t,)ox 122.8186 211.8638 125.2243
F(t,){k 123.3559 220.4552 128.5401
F(t,) k) 134.4569 249.8853 134.4446
Y’ Prop2

In Tables 6-9 we use Y,X,Y,X,Q,(»),Q, (x),Q;(y)
and Q; (x) for indicator functions of Y and X, respectively.
Here,

1ifY; <t
i=ty

F(t,) = 1(v,<t,) - { v (59)
1 J/'

P -1 (X2t -] XSt ()
WOOAE T 0if X, > ¢

when we used Y as indicator function of Y and X as
indicator function of X, we get PRE in Table 6, and when we
used Q, () as indicator function of Y and Q, (x) as indicator
function of X, we get PRE given in Table 7. And, similarly
when we used Y as indicator function of Y and X as in-
dicator function of X, we get PRE in Table 8, and when we
used Qs () as indicator function of Y and Q; (x) as indicator
function of X, we get PRE given in Table 9.

Here we take three data sets for numerical illustration,
respectively.

In Tables 6-9, we observe that the proposed class of
estimators are more precise than the existing estimators in
terms of PREs.

11

TaBLE 12: PREs of distribution function estimators using simu-
lation for populations I, I, and III, when F (ty) andF(t,) =Y,Xor
Q,(y), Qy(x).

Population 1 Population 2 Population 3

Estimators (?, X) (?, X) (?, X)
F(t,) 100 100 100
F(t))g 35.20506 28.93099 90.53 863
F(t,)p 86.2069 183.8235 34.53039
E(t))prr 120.4819 191.5709 58.89282
F(t))prp 59.88024 50.55612 124.6883
F(t))Reg 121.4182 212.7587 125.1101
lj(ty)Rao 122.3191 213.6596 125.6773
F(t))ex 122.3215 213.6639 125.6783
Fp ) kiky)

F(ty)P,;Pi 122.7554 220.0364 128.8903
it ) kiks)

F(ty)PmP; 133.9751 251.1061 136.1882

7. Simulation Study

A simulation study is conducted to obtain the efficiency of
the suggested estimators under simple random sampling
when the auxiliary variables and rank of the auxiliary var-
iable are used. We have generated three populations of size
1,000 from a multivariate normal distribution with different
covariance matrices. All populations have different corre-
lations, i.e., Population I is negatively correlated, Population
I is positively correlated, and Population III has a strong
positive correlation between X and Y variables. Population
averages and covariance matrices are given as follows.

7.1. Population I

5
th = 5| (61)
4 9.6
Y= [ ] (62)
=196 64
Py = 0.613800. (63)
7.2. Population 11
5
U, = 5 > (64)

2 4
Z:[10 ] (65)

pyy = 0.902645, (66)

7.3. Population IIT
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TaBLE 13: PREs of distribution function estimators using simu-
lation for populations I, II, and III, when F (ty) and F(t,) = Q;(y),
Q; (x).

Population 1 Population 2 Population 3

Estimators
(Q3 ()’)) Q3 (x)) (Q3 (}/), Q3 (x)) (Q3 (}’)» Q3 (x))
F(t,) 100 100 100
E(t,)g 36.04662 29.47373 66.445174
F(t,)p 77.47934 148.8095 39.0625
F(Dprr 111.6903 170.6485 65.35948
F(t)prp 62.31824 52.2466 103.0928
E(t,)keq 114.3888 178.8576 108.5069
F(3)rao 114.6891 179.1579 108.8072
F(t,)ex 114.6899 177.6082 108.808
F(t,) k) 115.6248 177.6082 109.7103
P
F(t,)gwe 121.7216 201.0239 128.5133
° (67)
U3 = > 7
s
Z 4 -9.7 (68)
=~ | -7 6 |
Pxy = —0628261. (69)

The Percentage Relative Efficiency (PRE) is calculated as

follows:
~ ~ Var(E(t

PRE(F,(t,), F(t,)) = ﬁ x 100. (70)
I\"Y//min

In this study, we consider the generated population for
summarizing the simulation procedures. The simulation
results of PRE are given in Tables 10-13.

In Tables 10-13, it can be seen that the proposed esti-
mators perform better than all existing estimators. The
percent relative efficiency shows that the second proposed
family of estimators with simple random sampling yields the
best result when the variables Y and X have a positive
correlation. Overall, we can conclude that the performance
of the family of suggested estimators is better than all
existing estimators.

8. Concluding Remarks

In this article, we proposed a generalized class of exponential
factor type estimators, utilizing the supplementary infor-
mation in the form of the mean and rank of the auxiliary
variable for estimating the finite population distribution
function. The expressions for biases and mean squared er-
rors of the proposed generalized class of estimators are
derived up to the first order of approximation. The proposed

estimators F (ty) 1(31272) and F (ty) 1(3':;;;) are compared to all

existing estimators numerically and theoretically. Based on
the simulation studies as well as on the real data sets, it is
observed that the proposed class of estimators performed
better than their existing counterparts and should be

Mathematical Problems in Engineering

preferable over the existing estimators available in the
literature.
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