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Abstract—Feedback from students during the course and upon
course completion has become a powerful resource to improve
teaching quality and enhance student’s learning experience.
However, the available data for free use is limited, especially
for a low-resource language like Vietnamese. Currently, there is
only one dataset in the education domain, called the Vietnamese
Students’ Feedback Corpus (UIT-VSFC), that has been published
for free use. This study therefore aims at evaluating the available
corpus to use as a benchmarking dataset for conducting future
researches as well as developing real-world applications. In this
paper, deep neural network (DNN) and recurrent neural network
(RNN) models are developed employing a word embedding
method for two different tasks, i.e., topic and polarity classifica-
tion. The experimental results show that DNN models outperform
RNN models with 85.22% (>84.30%) and 88.56% (>86.32%) of
accuracy for topic and polarity classification, respectively. Error
analysis is conducted to explore the confusion of labeling and
imbalance of data in the dataset. Workarounds for solving the
problems are presented together with their results.

Index Terms—aspect-based sentiment analysis, education do-
main, student’s feedback, Vietnamese

I. INTRODUCTION

There is no doubt that education plays a crucial role in the
development of any nation. To obtain a better education qual-
ity, academic institutions need to know which aspects (e.g.,
curriculums, lecturers, or facilities) of them that need to be
improved. Students’ feedback is considered as a powerful data
source to identify such aspects as it reflects a comprehensive
picture of the institutions. Students’ feedback is usually given
in the form of textual description. This allows aspect-based
sentiment analysis to take place.

Aspect-based sentiment analysis is a process of identifying
aspects and their emotional polarity (e.g., positive, negative,
and neutral) from texts. It attracts many researchers around
the world and has been widely applied to various domains
including financial market domain [1], customer relationship
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domain [2], product service domain [3] and education domain
[4]-[9]. However, the idea is still fresh in developing countries
like Vietnam as the fact that Vietnamese is a resource-poor
language, especially in the education domain.

To the best of our knowledge, there is only one Vietnamese
language dataset in the education domain that was published
for free access, i.e., the Vietnamese Students’ Feedback Cor-
pus (UIT-VSFC). Such dataset was proposed in [10] and
was evaluated using two traditional classification techniques,
i.e., Naive Bayes and Maximum Entropy. The experiments
in [10] showed that Maximum Entropy achieved promising
classification results.

Although the traditional classification techniques are still
applicable, modern classification techniques, e.g., deep neural
networks and deep learning, are currently found to be pop-
ular and efficient for sentiment analysis. Moreover, since the
Vietnamese data resource in the education domain is limited,
the UIT-VSFC dataset has a high chance to be used as a
benchmark dataset for research or used for developing real-
world applications. Therefore, for all the above reasons, we
believe that evaluating the UIT-VSFC dataset with modern
techniques is necessary. In this paper, deep neural networks
and recurrent neural networks together with a word embedding
technique (i.e., Word2Vec) are used to evaluate the dataset.
Based on the evaluation results, error analysis is conducted
to closely examine and identify shortcomings of the dataset.
Lastly, workarounds for solving the problems are provided
with results.

Our contributions could be summarized as four main points.
First, we provide a different approach for solving aspect-based
sentiment analysis benchmarking the available data resource.
Secondly, we conduct error analysis to better understand the
pros and cons of the dataset for further improvement. Thirdly,
we enhance the performance of the classification. Lastly, the
findings of this paper can be used as a guideline for researchers
and developers who are conducting research or developing
real-world applications using this dataset.
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The rest of this paper is organized as follows: Section II
reviews related works. Section III describes the UIT-VSFC
dataset. Section IV presents experiments and results. Section
V analyzes errors and gives workaround results. Section VI
provides conclusions and future work.

II. RELATED WORKS

In recent years, the education domain has attracted the
attention of the research community via sentiment analysis
and opinion mining. There are various studies that have been
conducted for the English language. In particular, Sindhu
et al. [5] proposed a supervised aspect-based opinion mining
system based on deep learning models. Z. Kastrati et al. [6]
proposed a framework to analyze opinions of students that
are expressed in reviews. G. S. Chauhan et al. [7] gathered
posted feedback from students and teachers, and employed
a lexicon-based approach to evaluate the teaching—learning
process. M. Moreno-Marcos et al. [8] applied different ma-
chine learning algorithms via their studying to check how the
results can provide information about learners’ emotions or
patterns. R. Bogdan et al. [9] conducted an English survey
exploring how Web 2.0 technologies can be applied into
teaching embedded systems courses.

In the last few years, the Vietnamese education domain
has started to attract the attention of the local research com-
munity as the demand to discover learners’ insight as well
as enhance teaching programs is increasing. However, the
number of research works in this domain is still small. In
2018, K. V. Nguyen et al. [10] proposed a free corpus in
the education domain (the UIT-VSFC dataset). The Maximum
Entropy classifier was used in [10] to evaluate the proposed
dataset and it achieved 84.03% and 87.94% of the overall F1-
score of topic and polarity classification tasks, respectively. In
2020, T. P. G. Nguyen et al. [11] proposed a simple system
to categorize students’ feedback into positive, negative, and
neutral with the highest accuracy reaching 91.36% using the
Maximum Entropy classifier. Nevertheless, the dataset used
in [11] was not published for public. From the literature, our
research is one of the few attempts that use deep learning/deep
neural networks together with a word embedding technique for
sentiment analysis in the Vietnamese education domain.

III. DATA RESOURCE DESCRIPTION

The UIT-VSFC dataset consists of more than 16,000 sen-
tences, each of which is annotated for two tasks, i.e., topic
and polarity classification tasks.

Regarding the topic classification task, four topics are
considered, i.e., LECTURER, CURRICULUM, FACILITY, and
OTHER. In particular, sentences which show feedback towards
teaching activities, lecturers, knowledge, or attitude-toward-
students are annotated as LECTURER, whereas sentences that
give justification for a program’s quality, knowledge, assign-
ments, or grading are annotated as CURRICULUM. FACILITY,
on the other hand, are sentences that give feedback regarding

the quality of facilities in the university (e.g., computers, Wi-
Fi, air conditioners, and light). Lastly, sentences belonging to
OTHER do not contain the above mentioned topics.

Regarding the polarity classification task, three sentiment
polarities are considered, i.e., POSITIVE, NEGATIVE, and
NEUTRAL. Particularly, POSITIVE sentences express their
positive emotion or compliments towards one of the topics
under consideration (LECTURER, CURRICULUM, FACILITY,
and OTHER), whereas NEGATIVE sentences illustrate the
drawbacks or disadvantages regarding one of the topics. Sen-
tences that do not contain the above mentioned sentiment
would be annotated as NEUTRAL.

For example, the sentences (i) “cO vui tinh, nhiét tinh”
(the female lecturer is humorous and enthusiastic), (ii)
“gido trinh chua c6 hgp ly” (the curriculum is not ap-
propriate), (iii) “phong mdy, thiét bi ci” (machine room
and equipment are old), and (iv) “cdm on c6 da day
I6p em” (thank you for teaching my class), are annotated
as LECTURER#POSITIVE, CURRICULUM#NEGATIVE, FACIL-
ITY#NEGATIVE and OTHER#NEUTRAL, respectively.

The UIT-VSFC dataset is divided into three sets, i.e., train-
ing set, validation set, and testing sets. Training set occupied
around 70% of the total dataset, whereas validation and test
sets are around 20% and 10%, respectively.

IV. EXPERIMENTS AND RESULTS

A. Experiment Settings

1) Data Preparation: As mentioned in Section I, we try to
evaluate the UIT-VFSC dataset by using deep neural network
(DNN) and recurrent neural network (RNN) models. Since
those models cannot process textual data directly, we need to
convert the textual data into some numerical form. In order to
do that, the Word2Vec technique [12] is employed to create
vectors for representing words appearing in the dataset. These
vectors are also called word embeddings. In this paper, each
word in the dataset is represented by a 1000-element vector,
as shown in Fig. 1. The obtained vectors will be used as input
of the classification models.

The key power of the Word2Vec technique is that words with
similar meaning and context will appear close to each other
on a vector space, whereas words with different meaning and
context appear far away from each other. Fig. 2 shows resulting
vectors (converted from 1000-dimensional to 2-dimensional)
created by the Word2Vec technique. As shown in the figure,
words are grouped into several categories including “teach-
ing verbs”, “attitude-towards-students related words”, “teaching
feedback”, “teaching habits”, “lecturer’s characteristics related-
words”, and “nouns related words”. The words in each category
have similar meaning and context. For instance, (i) the words
“théy” (male lecturer) and “c0” (female lecturer) are grouped
into the “nouns related words” category and (ii) the words “vui
tinh” (humorous), “nhiét tinh” (enthusiastic), and “giup dg”
(helpful) are grouped into the “lecturer’s characteristics related
words” category.
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Fig. 1. Creating vectors representing words in the dataset.
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Fig. 2. Plotting word vectors on a 2-dimensional space.

2) Architectures of Classification Models: As mentioned in
Section III, the UIT-VSFC dataset is annotated for two tasks,
i.e., topic and polarity classification. The DNN models in Fig.
3(a) and Fig. 3(b), referred to as DNN-T and DNN-P, are
used for topic and polarity classification, respectively. In the
same manner, the RNN models in Fig. 4(a) and Fig. 4(b),
referred to as RNN-T and RNN-P, are used for topic and
polarity classification, respectively. The Tensorflow library and
the Adam learning algorithm are used to train all models.

B. Experimental Results

We trained and validated the DNN-T, RNN-T, DNN-P, and
RNN-P by using the training set and the validation set, respec-
tively (cf. Section III). Then the models were evaluated by
using the testing set. The classification results were compared
to those of the Maximum Entropy classifier (referred to as
Max-Ent) originally reported in [10]. The comparisons are
described below.

1) Topic Classification: Table I shows the precision, recall,
and F1-score of Max-Ent, RNN-T, and DNN-T. Although the
performance of DNN-T is not higher than Max-Ent in all
cells, the Fl-score of DNN-T achieves better value in all
topics. Particularly, the classes LECTURER, CURRICULUM,
FACILITY, and OTHER obtain values of 91.59%, 68.89%,
89.51%, and 41.53%, which are higher than those of Max-
Ent with 91.12%, 67.19%, 88.73%, and 38.10%, respectively.
The overall accuracy for DNN-T is more than 85%. On
the other hand, RNN-T wins only the precision score of
OTHER and Recall score of LECTURER topics with 70.37%
and 92.92%, respectively. Interestingly, DNN-T appears to be
quite promising model with higher performance compared to
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Fig. 4. Recurrent neural network models for topic and polarity classification.

Max-Ent and RNN-T. Note that the accuracy of Max-Ent was
not reported in [10].

2) Polarity Classification: Table II shows the performance
of polarity classification of the Max-Ent, RNN-P, and DNN-P.
Although the difference in performance of DNN-P and Max-
ent is small, more cells have better scores using Max-Ent.
Interestingly, the class NEUTRAL gets 58.33% of precision
using DNN-P which is higher than that of Max-Ent by more
than 8%. However, the F1-score of the NEUTRAL class is still
3% less than that of Max-Ent. In contrast, RNN-P gets lower
performance in all cells with an overall accuracy of 86.32%.
In general, DNN-P achieves better performance compared to
RNN-P with more than 88% of accuracy.
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TABLE 1
COMPARING TOPIC CLASSIFICATION RESULTS (%)

Precision Recall F1-score
Max-Ent | RNN-T | DNN-T | Max-Ent | RNN-T | DNN-T | Max-Ent | RNN-T | DNN-T
LECTURER 90.17 88.81 91.61 92.10 92.92 91.57 91.12 90.08 91.59
CURRICULUM 67.07 65.81 64.34 67.31 67.30 74.13 67.19 66.55 68.89
FACILITY 90.65 90.07 90.78 86.90 81.37 88.28 88.73 85.50 89.51
OTHER 45.61 70.37 63.64 32.70 23.89 30.82 38.10 35.68 41.53
Accuracy 84.30 85.22
TABLE II
COMPARING POLARITY CLASSIFICATION RESULTS (%)
Precision Recall F1-score
Max-Ent | RNN-P | DNN-P | Max-Ent | RNN-P | DNN-P | Max-Ent | RNN-P | DNN-P

POSITIVE 91.69 90.17 92.25 90.94 88.30 90.69 91.32 89.23 91.41

NEGATIVE 87.69 84.42 86.00 93.54 91.55 94.18 90.52 87.84 89.9

NEUTRAL 50.00 48.15 58.33 25.75 23.35 20.95 33.99 31.45 30.83

Accuracy 86.32 88.56

V. ERROR ANALYSIS

After we evaluated the dataset, we found that the classes
CURRICULUM and OTHER in the topic classification, and
the class NEUTRAL in the polarity classification got lower
precision, recall, and Fl-score compared to the other classes
(cf. Tables I and II). Therefore, to increase the performance of
the classification, we analyzed the results, identified potential
sources of errors, and worked around to solve the problems.
The potential sources of errors and results of workarounds are
described below.

A. Potential Sources of Errors

1) Confusion of Labeling: Regarding the topic classifica-
tion, as shown in Table III, the classification errors mainly
occur between the classes CURRICULUM and LECTURER, i.e.,
164 sentences of CURRICULUM are wrongly classified as LEC-
TURER. We then examined the training set closely and found
that there are some sentences that express the curriculum’s
content but they are labelled as LECTURER. For example, “ndi
dung mdn hoc ¢6 phan thiéu trong tim, hiu nhu 1 chung chung,
khai quat khién sinh vién rit khé nim dudc ndi dung mon
hoc” (the subject content is somehow lacking in focus, almost
in general, making it difficult for students to grasp the subject
content) or “lugng kién thiic qua nhiéu trong mot hoc ky” (the
amount of knowledge is too much to handle for one semester).
These two classes are related by nature and easily get wrongly
labeled. This might cause confusion for training and testing
the models, which then reduces the overall performance of the
models.

2) Imbalance of Data: During the error analysis, we also
found that the number of sentences of the classes OTHER and
NEUTRAL are small compared to the other classes. In particu-
lar, in the training set, the classes OTHER and NEUTRAL have
around 500 and 400 sentences, respectively, whereas the total
number of training data is more than 11,000 sentences. This
causes the imbalance in the dataset and might lead to the low
performance of these two classes (cf. Tables I and II).

B. Workarounds and Results

1) A Workaround for Labeling Confusion: In order to elimi-
nate confusion between the classes LECTURER and CURRICU-
LUM, we reassigned CURRICULUM sentences to LECTURER if
they consists of LECTURER related words, such as: “thﬁy” (male
lecturer), “cd” (female lecturer), “nhiét tinh” (enthusiastic), and
so on. For example, the sentence “bai tap co cho nhiéu nén 1am
hoi dudi” (the homework the female lecturer assigned is too
much, feeling a bit exhausted), which was originally labeled
as CURRICULUM, was reassigned to LECTURER. On the other
hand, we also reassigned sentences consist of CURRICULUM re-
lated words originally labeled as LECTURER to CURRICULUM.
For example, the sentences “chuong trinh day ly thuyét va thuc
hanh nén khép vdi nhau hon, tranh tinh trang thuc hanh trude
khi hoc 1y thuyét” (the theory and practice curriculum should
be more closely matched, avoiding the situation of practicing
before learning the theory) and “cé mot s6 phan chua phan
bd hop 1y 1dm” (some parts are not properly distributed) were
reassigned to CURRICULUM.

After we reconsidered training and testing datasets, we
achieved an improvement in both RNN-T and DNN-T com-
pared to using the original datasets. Table IV shows the
performance of RNN-T and DNN-T after the dataset has been
improved. As we can see from the table, DNN-T achieves
higher scores compared to RNN in most of the cells. DNN-
T also outperforms RNN-T for the overall performance with
87.08% compared to 85.31%. On the other hand, if we
compare this result with the result achieved using the original
dataset in Section IV, RNN-T has improved its performance
from 84.30% to 85.31%. Similarly, DNN-T increases from
85.22% to 87.08%. Table V shows the confusion matrix after
improving the dataset. We might conclude that the improved
dataset has helped to enhance the performance of both models.

2) A Workaround for Imbalanced Data: In an attempt
to reduce the impact of imbalanced data and increase the
performance of the classification of the classes OTHER and
NEUTRAL, the following steps were performed:
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TABLE III
THE CONFUSION MATRIX OF THE DNN-T MODEL ON THE TESTING SET

Topic Predicted class Total
LECTURER | CURRICULUM | FACILITY | OTHER
LECTURER 2,128 136 5 21 2,285
Actual class CURRICULUM 164 397 5 6 572
FACILITY 6 18 121 0 145
OTHER 75 38 3 43 159
TABLE IV
COMPARING TOPIC CLASSIFICATION RESULTS AFTER IMPROVING THE DATASET (%)
Precision Recall Fl1-score
RNN-T | DNN-T | RNN-T | DNN-T | RNN-T | DNN-T
LECTURER 90.62 90.98 92.62 94.48 91.61 92.69
CURRICULUM 71.10 73.88 72.17 74.00 71.63 73.94
FACILITY 90.77 89.44 82.52 88.81 86.45 89.12
OTHER 47.37 65.75 33.75 30.00 39.42 41.20
Accuracy 85.31 87.08
TABLE V

THE CONFUSION MATRIX OF THE DNN-T MODEL ON THE TESTING SET AFTER IMPROVING THE DATASET

Topic Predicted class Total
LECTURER | CURRICULUM | FACILITY | OTHER
LECTURER 2,138 102 6 17 2,263
Actual class CURRICULUM 145 444 5 6 600
FACILITY 5 9 127 2 143
OTHER 62 46 3 48 159
TABLE VI
TopriC CLASSIFICATION RESULTS AFTER RESAMPLING TRAINING SET (%)
Precision Recall F1-score
RNN-T | DNN-T | RNN-T | DNN-T | RNN-T | DNN-T
LECTURER 78.00 73.92 72.61 73.14 75.21 73.53
CURRICULUM 77.36 76.15 78.85 78.15 78.10 77.14
FACILITY 86.01 85.71 84.83 82.76 85.42 84.21
OTHER 50.00 49.02 55.35 47.17 52.54 48.08
Accuracy 74.68 73.24
TABLE VII

POLARITY CLASSIFICATION RESULTS AFTER RESAMPLING TRAINING SET (%)

Precision Recall Fl-score
RNN-T | DNN-T | RNN-T | DNN-T | RNN-T | DNN-T
POSITIVE 73.59 71.99 88.81 88.80 80.49 79.52
NEGATIVE 91.24 90.12 78.32 78.94 84.29 84.16
NEUTRAL 44.44 45.20 53.15 46.15 48.41 45.67

Accuracy 78.85 78.47
o Step I: Resample the topic and polarity training sets to o Step 5: Use the new training sets obtained from Step 4
reduce the number of sentences of each majority class to and the original testing sets to train and test the models.
2,000 sentences, while keeping the number of sentences
in the minority classes. The topic and polarity classification results are shown in
o Step 2: Shuffle the resample training sets several times Tables VI and VII, respectively. Compared to Tables I and
to change their orders. I, the classes OTHER and NEUTRAL improve their FI-
e Step 3: Use Word2Vec to create word embeddings. scores from 41.53% to 52.54% and from 33.99% to 48.41%,

o Step 4: Apply the synthetic minority oversampling tech-  respectively. However, other majority classes in both topic and
nique (SMOTE) [13] to generate instances of the minority  polarity classification reduce their performance, which might
classes to be equal to the majority classes with 2,000 be a result of reducing their training sample size. Based on
samples. the result of this experiment, the SMOTE technique might not
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be the best choice for dealing with the imbalance of data of
this dataset. Other techniques should be further investigated
for further improvement.

VI. CONCLUSION

In this study, deep neural network and recurrent neural
network models have been built for aspect-based sentiment
analysis in Vietnamese education domain. By applying the
Word2Vec technique on the UIT-VSFC dataset, we achieve
more than 85% and 88% of accuracy for both topic and
polarity classification, respectively. Error analysis has been
conducted to identify two shortcomings of the dataset, i.e.,
confusion of labeling and imbalance of data. Workarounds for
solving such problems have been presented and their results
have been reported. We also found that imbalance of data
still be a challenging problem for researchers and developers
who want to use the UIT-VSFC dataset. In the future, we
plan to investigate other potential methods for dealing with
the imbalance of data to further improve the performance of
minority classes as well as developing a university review
system based on the UIT-VSFC dataset.
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