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ABSTRACT This paper addresses an adaptive fuzzy feedback controller design problem for finite-time
Mittag-Leffler synchronization (FTMLS) of fractional-order quaternion-valued reaction-diffusion T-S fuzzy
molecular modeling of delayed neural networks. A novel approach is proposed to effectively deal with
the joint effects from fuzzy rules and reaction-diffusion terms for the class of T-S fuzzy fractional-order
reaction-diffusion delayed quaternion-valued neural networks (FORDDQVNNs) under consideration.
By employing Lyapunov stability theory, Caputo fractional derivative, several algebraic criteria are estab-
lished to guarantee the FTMLS of T-S fuzzy FORDDQVNNs via designed fuzzy feedback controller.
Moreover, the adaptive controller and parameter update laws are designed via adaptive control methods.
Compared with existing results in the literature, we also show that our results are less conservative than
existing ones with these illustrative T-S fuzzy FORDDQVNNs. A numerical example is presented to verify
the analysis results and illustrate the effectiveness of the proposed FTMLS conditions.

INDEX TERMS Quaternion-valued neural networks (QVNNs), fractional derivatives, reaction-diffusion
terms, Takagi-Sugeno fuzzy, adaptive control law.

I. INTRODUCTION
Based on these biological knowledge, the stability of
molecular models of genetic regulatory networks, neural
networks (NNs) and etc., has received more and more
attention [1]–[3]. Note that these applications have impor-
tant relationships with their dynamic behaviors, the internal
dynamics of NNs, such as stability, multistability, synchro-
nization, and so on, and have received increasing atten-
tion in past decades [4], [5]. In order to describe physical

The associate editor coordinating the review of this manuscript and

approving it for publication was Seyedali Mirjalili .

phenomena more accurately, fractional-order neural net-
works (FONNs) are recognized as a significant improve-
ment over the integer-order NNs because of their long-term
memory and hereditary properties [6], [7]. Subsequently,
FONNs as a kind of important biological networks, have
attracted increasing interests [8], [9]. In the study of FONNs,
the discussion of dynamical behaviors is always a hot topic,
such as Mittag-Leffler synchronization [10], stability [11]
and so forth [12], [13]. Time delays, such as leakage
delays, distributed delays, discrete delays, and neutral delays
are widespread and inevitable in NNs [14]–[17]. It is
a source of oscillation, divergence, instability, chaos and
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poor performance. Therefore, investigation of delayed
NNs is not only of theoretical significance but also of practi-
cal significance.

As a typical collective behavior, synchronization has
attracted considerable attention due to its theoretical
importance and practical applications in various fields
such as the modeling brain activity, cryptography, clock
synchronization of sensor networks [18]–[20]. Until now,
the problem of synchronization for fractional-order systems,
particularly, dynamical networks [21] has been much ana-
lyzed, and widely control strategies, including the sliding
mode control [22], impulsive control [23], the pinning con-
trol [24], and the adaptive control [10] have been concentrated
on this topic. The above mentioned types of synchronization
are shows that the trajectories of the response system can
reach the trajectories of deriving system over the infinite
horizon. In the application point of view, the synchronization
should be realized in finite-time which is more and more
important. Thus, it is necessary to analyze the finite-time
synchronization of FONNs. Recently, many authors have
paid their attention and interest for the analysis of finite-time
synchronization of FONNs and some good results has been
reported in [25]–[27]. For instance, the author [28] investi-
gated the FTMLS of memristive BAM FONNs with time
delays via state-feedback control. Chen et al. [29] studied
FTMLS of memristor-based FONNs with parameters uncer-
tainty by using Lyapunov-like method.

Reaction-diffusion NNs (RDNNs), in which the neuron
states are dependent on both time and space, can perfectly
describe the time and spatial evolutions. In comparison with
the traditional NNs, RDNNs could realize better approxima-
tions of actual systems. It is thus reasonable and important to
consider NNs with diffusion effects. Recently, many elegant
achievements on qualitative analysis of dynamical behaviors
for various RDNN models have been reported in [30]–[32].
In recent years, many efforts have been dedicated
to investigating synchronization of RDNNs with time
delays [33]–[35]. Also, relatively recently, reaction-diffusion
terms have been incorporated into some fractional-order
models [36], [37]. For example, Stamova and Stamov [38]
developed impulsive control on Mittag-Leffler synchroni-
zation of FONNs with time-varying delays and
reaction-diffusion terms. On the other hand, recent years
have witnessed a rapid growing interest in adaptive
control [39], [40] which is an important control technique and
has beenwidely used to synchronization of NNswith reaction
effects. These days, adaptive control has been applied to
adjust control gains to achieve synchronization of FONNs
with reaction effects. Based on the Caputo partial fractional
derivative and adaptive control technique, some sufficient
conditions for ensuring coupled networks synchronization
of fractional-order reaction-diffusion systems were discussed
in [41].

Takagi-Sugeno (T-S) fuzzy model [42] is widely rec-
ognized as an effective mathematical model, which sup-
ports various kinds of analyzes of which synchronization is

a promising topic in the fuzzy control community, espe-
cially for nonlinear systems. Among various kinds of fuzzy
methods, the T-S fuzzy systems are widely accepted as
a useful tool for design and analysis of fuzzy control
system [43]–[45]. Recently, the T-S fuzzy rules have been
connected with the RDNNs and several accomplishments
have been achieved. Based on the T-S fuzzy model, a fuzzy
controller of state-feedback type was considered for fuzzy
memristive-based RDNNs in [46]. In [47], the fuzzy adaptive
stabilization problem was discussed for T-S fuzzy memris-
tive RDNNs by employing the event-triggered sampled-data
control. Authors in [48] analyzed the synchronization of
RDNNs subject to partial couplings and T-S fuzzy nodes
under pinning control. In [49], another fuzzy sampled-data
controller was adopted to deal with the synchronization of
T-S fuzzy RDNNs.

Above all, although the corresponding methods and
techniques for studying real-valued NNs (RVNNs) or
complex-valued NNs (CVNNs) cannot be directly used to
investigate QVNNs, QVNNs can be converted into four
real-valued systems by applying Hamilton rules to quater-
nion multiplication [50], [51]. Considering the simple rep-
resentation of quaternion, which is easy to understand the
geometrical meanings, QVNNs can be applied to various
fields of science and engineering. Up to now, direct quater-
nion approach [52], plural decomposition approach [53], real
decomposition approach [54], and have been proposed to
investigate the dynamical analysis and synchronization for
integer-order QVNNs. Recently, some researchers attempted
to investigate the advantages of quaternions into FONNs.
It is also necessary to point out that fractional-order QVNNs
have many applications in engineering and science, such
as wave propagation, electromagnetic waves, diffusion, and
viscoelastic systems. So far, there have been some results
on the dynamic properties of fractional-order QVNNs, but
there are few results to propose Mittag-Leffler synchroniza-
tion criteria for fractional-order QVNNs [55]–[57]. Further-
more, the FTMLS problem of fractional-order QVNNs by
using linear feedback controllers have been investigated [58].
Since reaction-diffusion of CVNNs and QVNNs have
storage capacity advantages in comparison to RVNNs,
the synchronization issues of CVNNs and QVNNs with
reaction-diffusion terms have received growing research
interest in recent years [59]–[62]. However, to the best of
our knowledge, these results are under the assumption that
the reaction-diffusion QVNNs are of integer-order, and there
are no results on the FTMLS of fractional-order systems via
adaptive fuzzy feedback controller. Therefore, it is highly
important and indeed imperative to study the FTMLS prob-
lem of FORDDQVNNs both in theoretical interest and prac-
tical applications.

Inspired by the above-mentioned arguments, in this
paper aims to design an adaptive fuzzy feedback controller
scheme for FTMLS problem of T-S fuzzy FORDDQVNNs.
By virtue of the Green formula, Caputo fractional deriva-
tive and inequality technique, several algebraic criteria are
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established to guarantee the FTMLS problem of the proposed
model. The main contributions of this paper are listed as
below:

(i) First, the quaternion algebra is introduced in
fractional-order reaction-diffusion system. To avoid the non-
commutativity of quaternion multiplication, the QVNNs are
decomposed into four RVNNs by using plural decomposition
approach based on Hamilton rules: i2 = −1, j2 = −1,
k2 = −1, ij = k, ji = −k, jk = i, kj = −i, ki = j, and
ik = −j.
(ii) This paper is one of the first paper that combines

the fuzzy IF-THEN rules and the quaternion algebra with
fractional-order RDNNs and attempts to achieve the FTMLS
of T-S fuzzy FORDDQVNNs and the fuzzy-dependent
adjustable matrix inequality technique is more flexible and
helpful to reduce the conservatism.

(iii) By the construction of fuzzy feedback controller,
Lyapunov functional, and some novel easily verifiable alge-
braic inequality conditions is established to achieve the
FTMLS of T-S fuzzy FORDDQVNNs. It is worth noting
that the effect of the reaction-diffusion on the FTMLS is
considered in our results. Also the suitable adaptive controller
is designed with adaptive law which guarantees the FTMLS
of the proposed model.

(iv) Based on the previous papers on QVNNs, such as
without reaction-diffusion terms [50]–[58], without fuzzy
rules in [62], and without fractional-order [62], the effects
of reaction-diffusion on the fractional-order system are addi-
tionally proposed in this paper, which means that our consid-
ered QVNNs are more general and may better meet practical
requirements. Several corollaries are provided to show the
advantages of the obtained results. It is noted that our results
are comprehensive and include some existing ones [59]–[61]
as special cases.

(v) To further illustrate the effectiveness of our theoretical
result approach is demonstrated by numerical example and
from the simulation results to comparing control scenarios
are given.

Notation: Real numbers, complex numbers, and quater-
nion numbers are referred as R,C, and Q respectively.
Rn×n,Cn×n,Qn×n represents the set of all n×n real-valued,
complex-valued, quaternion-valued matrices, respectively.
The Caputo fractional derivative operator CDλ0 is chosen
for fractional-order derivative with order λ. For ℘ =

(℘1, ℘2, . . . , ℘n)T ∈ Qn, let |℘| = (|℘1|, |℘2|, . . . , |℘n|)T

be the modulus of ℘, and ‖℘‖ =
(∑n

θ=1 |℘θ |
2
) 1
2 be the

norm of ℘.

II. MODEL DESCRIPTION AND PRELIMINARIES
A. QUATERNION ALGEBRA
Quaternions are an associative algebra defined over the real
field R. A real quaternion, simply called quaternion, can be
written in the form

h̄ = h̄r+h̄ii+h̄jj+h̄kk ∈ Q

with real coefficients h̄r , h̄i, h̄j and h̄k comprises a real part
denoted byR(h̄) = h̄r , and a vector part with three imaginary
components, denoted by I (h̄) = h̄ii+h̄jj+h̄kk.
The imaginary units, i, j, and k obey the following rules:

i2 = j2 = k2 = −1,
ij = −ji = k,
jk = −kj = i,
ki = −ik = j,

which implies immediately that the quaternion multiplication
is not commutative.
For two quaternions p = pr+pii+pjj+p(k)k and h̄ = h̄(r)+
h̄(i)i+h̄(j)j+h̄(k)k, the addition between them is defined by

p+h̄ = (pr+h̄r )+(pi+h̄i)i+(pj+h̄j)j+(pk+h̄k )k.

The product between them is defined as

ph̄ = (pr h̄r−pih̄i−pjh̄j−pk h̄k )
+(pr h̄i+pih̄r )+pjh̄k−pk h̄j)i
+(pr h̄j+pjh̄r−pih̄k+pk h̄i)j
+(pr h̄k+pk h̄r+pih̄j−pjh̄i)k.

For a quaternion h̄ = h̄r+h̄ii+h̄jj+h̄kk, the conjugate of h̄,
denoted by h̄∗ or ¯̄h, is defined as

h̄∗ = ¯̄h = h̄r−h̄ii−h̄jj−h̄kk,

and the modulus of h̄, denoted by |h̄|, is defined as

|h̄| =
√
h̄h̄∗ =

√
(h̄r )2+(h̄i)2+(h̄j)2+(h̄k )2.

Definition 1 [38]: For any t > 0, Caputo fractional
derivative of order λ(0 < λ < 1) for a function χ (t, z) ∈
C1[[0, b]×�,R] is defined by

∂λχ (t, z)
∂tλ

=
1

0(1−λ)

∫ t

0

∂χ (s, z)
∂s

ds
(t−s)λ

,

where 0(υ) =
∫
∞

0 e−t tυ−1dt. In the case when, ∂
λχ (t,·)
∂tλ =

dλχ (t)
dtλ =

CDλ0χ (t).

Definition 2 [10]: The one-parameter Mittag-Leffler
function is defined as

Eλ(x) =
∞∑
n=0

xn

0(nλ+1)
,

where λ > 0, and x ∈ C.
In this paper, the fractional-order quaternion-valued

reaction-diffusion molecular model of neural networks with
time delay is considered as the following form:

∂λ=θ (t, z)
∂tλ

=

m∑
α=1

∂

∂zα

(
qθα

∂=θ (t, z)
∂zα

)
−aθ=θ (t, z)+

n∑
ϕ=1

bθϕ fϕ(=ϕ(t, z))

+

n∑
ϕ=1

dθϕgϕ(=ϕ(t−σ (t), z))+Iθ ,
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(or) the vector form

∂λ=(t, z)
∂tλ

= 1=(t, z)−A=(t, z)+BF(=(t, z))
+DG(=(t−σ (t), z))+I, (1)

where λ ∈ (0, 1), θ = 1, 2, . . . , n; � is a bounded
domain with smooth boundary ∂� in Rm, and the
space vector z = (z1, z2, . . . , zm) ∈ �; =(t, z) =(
=1(t, z),=2(t, z), . . . ,=n(t, z)

)T
∈ Qn

; 1=(t, z) =
∑m
α=1

∂
∂zα

(
Q ∂=θ (t,z)

∂zα

)
; Q = diag(q1α, q2α, . . . , qnα) ∈ Rn×n

with Q > 0 is transmission diffusion operator;
A = diag(a1, a2, . . . , an) ∈ Rn×n with aθ > 0;
B = (bθϕ)n×n ∈ Qn×n and D = (dθϕ)n×n ∈

Qn×n are stands for the interconnection weight matrix;
F(=(t, z)) =

(
f1(=1(t, z)), f2(=2(t, z)), . . . , fn(=n(t, z))

)T
∈

Qn and G(=(t−σ (t), z)) =
(
g1(=1(t−σ (t), z)), g2(=2(t−

σ (t), z)), . . . , gn(=n(t−σ (t), z))
)T
∈ Qn define without

and with time delay, the activation function respectively;
I = (I1, I2, . . . , In) ∈ Qn is the external input; =θ (t, z) ∈ Q
is the quaternion-valued state variable for the θ th unit at
time t and in space z and obesisously, =θ = =rθ+=

i
θ i+

=
j
θ j+=

k
θk; bθϕ = brθϕ+b

i
θϕ i+b

j
θϕ j+b

k
θϕk; dθϕ = d rθϕ+d

i
θϕ i+

d jθϕ j+d
k
θϕk; fϕ(=ϕ(t, z)) = f rϕ (=

r
ϕ(t, z))+f

i
ϕ(=

i
ϕ(t, z))i+f

j
ϕ(=

j
ϕ

(t, z))j+f kϕ (=
k
ϕ(t, z))k; gϕ(=ϕ(t−σ (t), z)) = grϕ(=

r
ϕ(t−σ (t),

z))+giϕ(=
i
ϕ(t−σ (t), z))i+g

j
ϕ(=

j
ϕ(t−σ (t), z))j+gkϕ(=

k
ϕ(t−σ (t),

z))k; Iθ = Irθ+I
i
θ i+I

j
θ j+I

k
θ k. The initial and boundary

values of (1) are set as{
=(t, z) = 0, (t, z) ∈ [−σ,+∞)×∂�,
=(s, z) = ψ ι(s, z), (s, z) ∈ [−σ, 0]×�,

where ψ ι(s, z) is bounded and continuous on [−σ, 0]×�,
ψ ι(s, z) = (ψ ι1(s, z), ψ

ι
2(s, z) . . . , ψ

ι
n(s, z))

T
; ψ ι(s, z) =

ψ ιr (s, z)+ψ ιi(s, z)i+ψ ιj(s, z)j+ψ ιk (s, z)k.
Viewing system (1) as the drive system, we introduce the

response system as

∂λZθ (t, z)
∂tλ

=

m∑
α=1

∂

∂zα

(
qθα

∂Zθ (t, z)
∂zα

)
−aθZθ (t, z)+

n∑
ϕ=1

bθϕ fϕ(Zϕ(t, z))

+

n∑
ϕ=1

dθϕgϕ(Zϕ(t−σ (t), z))+Iθ+uθ (t, z),

(or) the vector form

∂λZ(t, z)
∂tλ

= 1Z(t, z)−AZ(t, z)+BF(Z(t, z))

+DG(Z(t−σ (t), z))+I+û(t, z), (2)

where λ ∈ (0, 1), 1Z(t, z) =
∑m
α=1

(
qθα

∂Zθ (t,z)
∂zα

)
; Z(t, z) =(

Z1(t, z), . . . ,Zn(t, z)
)T
∈ Qn

; û(t, z) = (u1(t, z), . . . ,
un(t, z))T ∈ Qn is the controller which will be designed.

Moreover,{
Z(t, z) = 0, (t, z) ∈ [−σ,+∞)×∂�,
Z(s, z) = ψς (s, z), (s, z) ∈ [−σ, 0]×�,

where ψς (s, z) is bounded and continuous on [−σ, 0]×�,
ψς (s, z) = (ψς1 (s, z), ψ

ς
2 (s, z) . . . , ψ

ς
n (s, z))T ; ψς (s, z) =

ψςr (s, z)+ψς i(s, z)i+ψς j(s, z)j+ψςk (s, z)k.

B. FUZZY LOGIC MOLECULAR MODELING
A fuzzy dynamic model has been proposed by Takagi and
Sugeno [42] to represent different linear/nonlinear systems
of different rules. Based on this, we shall construct T-S fuzzy
system to describe molecular model of FOQVRDNNs struc-
ture. Similar to [47]–[49], we consider a T-S fuzzy molecular
model, in which the ξ th rule is formulated in the following
form:

Plant rule ξ : If β1(t) is 4
ξ
1, β2(t) is 4

ξ
2, . . . , βr (t) is 4

ξ
r .

Then

∂λ=(t, z)
∂tλ

= 1=(t, z)−Aξ=(t, z)+BξF(=(t, z))

+DξG(=(t−σ (t), z))+I,
=(t, z) = 0, (t, z) ∈ [−σ,+∞)×∂�,
=(s, z) = ψ ι(s, z), (s, z) ∈ [−σ, 0]×�,

(3)

where β`(t) (` = 1, 2, . . . , r) and 4ξ` (ξ = 1, 2, . . . , ζ )
show the premise variable vectors and fuzzy sets, respec-
tively; ζ is the number of fuzzy If-Then rules; Aξ =

diag(aξ1, aξ2, . . . , aξn) with Aξ > 0; Bξ = (bξθϕ) ∈ Qn×n
;

Dξ = (dξθϕ) ∈ Qn×n.

By employing the weighted average fuzzy blending
approach, the overall T-S fuzzy FORDDQVNNs (3) can be
described as

∂λ=(t, z)
∂tλ

=
∑ζ
ξ=19ξ (β(t))

{
1=(t, z)−Aξ=(t, z)

+BξF(=(t, z))+DξG(=(t−σ (t), z))+I
}
,

=(t, z) = 0, (t, z) ∈ [−σ,+∞)×∂�,
=(s, z) = ψ ι(s, z), (s, z) ∈ [−σ, 0]×�,

(4)

where β(t) = (β1(t), β2(t), . . . , βr (t))T , 9ξ (β(t)) =∏r
`=1 4

ζ
` (β`(t))∑ζ

ξ=1
∏r
`=1 4

ξ
` (β`(t))

, in which 4ζ` (β`(t)) is the grade of mem-

bership of β`(t) is 4ζ` . According to the fuzzy theory it
follows that

∑ζ
ξ=19ξ (β(t)) = 1 and 9ξ (β(t)) ≥ 0 for

(ξ = 1, 2, . . . , ζ ).
The considered T-S fuzzy response (2) is in the similar

form (4),

∂λZ(t, z)
∂tλ

=
∑ζ
ξ=19ξ (β(t))

{
1Z(t, z)−AξZ(t, z)

+BξF(Z(t, z))+DξG(Z(t−σ (t), z))
+I+ûξ (t, z)

}
,

Z(t, z) = 0, (t, z) ∈ [−σ,+∞)×∂�,
Z(s, z) = ψκ (s, z), (s, z) ∈ [−σ, 0]×�,

(5)

where ûξ = (uξ1, uξ2, . . . , uξn)T .
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By applying the non-commutativity of quaternionmultipli-
cation with hamiltonian rules (4) and (5) be rewritten as the
following four real-valued equations

∂λ=r (t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=r (t, z)−Aξ=

r (t, z)+BrξF
r (=r (t, z))

−BiξF
i(=i(t, z))−BjξF

j(=j(t, z))−BkξF
k (=k (t, z))

+Dr
ξG

r (=r (t−σ (t), z))−Di
ξG

i(=i(t−σ (t), z))

−Dj
ξG

j(=j(t−σ (t), z))−Dk
ξG

k (=k (t−σ (t), z))

+Ir
}
, (6)

∂λ=i(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=i(t, z)−Aξ=

i(t, z)+BrξF
i(=i(t, z))

+BiξF
r (=r (t, z))+BjξF

k (=k (t, z))−BkξF
k (=j(t, z))

+Dr
ξG

i(=i(t−σ (t), z))+Di
ξG

r (=r (t−σ (t), z))

+Dj
ξG

k (=k (t−σ (t), z))−Dk
ξG

J (=J (t−σ (t), z))

+I i
}
, (7)

∂λ=j(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=j(t, z)−Aξ=

j(t, z)+BrξF
j(=j(t, z))

−BiξF
k (=k (t, z))+BjξF

r (=r (t, z))+BkξF
i(=i(t, z))

+Dr
ξG

j(=j(t−σ (t), z))−Di
ξG

k (=k (t−σ (t), z))

+Dj
ξG

r (=r (t−σ (t), z))+Dk
ξG

i(=i(t−σ (t), z))

+I j
}
, (8)

∂λ=k (t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=k (t, z)−Aξ=

k (t, z)+BrξF
k (=k (t, z))

+BiξF
j(=j(t, z))−BjξF

i(=i(t, z))+BkξF
r (=r (t, z))

+Dr
ξG

k (=k (t−σ (t), z))+Di
ξG

j(=j(t−σ (t), z))

−Dj
ξG

i(=i(t−σ (t), z))+Dk
ξG

r (=r (t−σ (t), z))

+Ik
}
, (9)

(or) two complex-valued equations of drive system

∂λ=R(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=R(t, z)−Aξ=

R(t, z)

+BRξ F
R(=R(t, z))−BIξF

I (=I (t, z))

+DR
ξ G

R(=R(t−σ (t), z))

−DI
ξG

I (=I (t−σ (t), z))+IR
}
, (10)

∂λ=I (t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=I (t, z)−Aξ=

I (t, z)

+BRξ F
I (=I (t, z))+BIξF

R(=R(t, z))

+DR
ξ G

I (=I (t−σ (t), z))

+DI
ξG

R(=R(t−σ (t), z))+II
}
, (11)

and

∂λZr (t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1Zr (t, z)−AξZ

r (t, z)

+BrξF
r (Zr (t, z))−BiξF

i(Zi(t, z))−BjξF
j(Zj(t, z))

−BkξF
k (Zk (t, z))+Dr

ξG
r (Zr (t−σ (t), z))

−Di
ξG

i(Zi(t−σ (t), z))−Dj
ξG

j(Zj(t−σ (t), z))

−Dk
ξG

k (Zk (t−σ (t), z))+Ir+ûrξ (t, z)
}
, (12)

∂λZi(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1Zi(t, z)−AξZ

i(t, z)

+BrξF
i(Zi(t, z))+BiξF

r (Zr (t, z))+BjξF
k (Zk (t, z))

−BkξF
k (Zj(t, z))+Dr

ξG
i(Zi(t−σ (t), z))

+Di
ξG

r (Zr (t−σ (t), z))+Dj
ξG

k (Zk (t−σ (t), z))

−Dk
ξG

J (ZJ (t−σ (t), z))+I i+ûiξ (t, z)
}
, (13)

∂λZj(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1Zj(t, z)−AξZ

j(t, z)

+BrξF
j(Zj(t, z))−BiξF

k (Zk (t, z))+BjξF
r (Zr (t, z))

+BkξF
i(Zi(t, z))+Dr

ξG
j(Zj(t−σ (t), z))

−Di
ξG

k (Zk (t−σ (t), z))+Dj
ξG

r (Zr (t−σ (t), z))

+Dk
ξG

i(Zi(t−σ (t), z))+I j+ûjξ (t, z)
}
, (14)

∂λZk (t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1Zk (t, z)−AξZ

k (t, z)

+BrξF
k (Zk (t, z))+BiξF

j(Zj(t, z))−BjξF
i(Zi(t, z))

+BkξF
r (Zr (t, z))+Dr

ξG
k (Zk (t−σ (t), z))

+Di
ξG

j(Zj(t−σ (t), z))−Dj
ξG

i(Zi(t−σ (t), z))

+Dk
ξG

r (Zr (t−σ (t), z))+Ik+ûkξ (t, z)
}
, (15)
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(or) two complex-valued equations of response system

∂λZR(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1ZR(t, z)−AξZ

R(t, z)

+BRξ F
R(ZR(t, z))−BIξF

I (ZI (t, z))

+DR
ξ G

R(ZR(t−σ (t), z))

−DI
ξG

I (ZI (t−σ (t), z))+IR+ûRξ (t, z)
}
, (16)

∂λZI (t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1ZI (t, z)−AξZ

I (t, z)

+BRξ F
I (ZI (t, z))+BIξF

R(ZR(t, z))

+DR
ξ G

I (ZI (t−σ (t), z))

+DI
ξG

R(ZR(t−σ (t), z))+II+ûIξ (t, z)
}
. (17)

Associated with system (6)-(9) and (12)-(15), initial and
boundary value conditions are as follows

=
η(t, z) = 0, (t, z) ∈ [−σ,+∞)×∂�,
=
η(s, z) = ψ ιη(s, z), (s, z) ∈ [−σ, 0]×�,

Zη(t, z) = 0, (t, z) ∈ [−σ,+∞)×∂�,
Zη(s, z) = ψςη(s, z), (s, z) ∈ [−σ, 0]×�.

(18)

Assumption 1: Throughout, this paper, we assume that
f ηθ (·) and g

η
θ (·) (θ = 1, 2, . . . , n, η = r, i, j, k) are respec-

tively of function fθ (·) and gθ (·) satisfy the following inequal-
ities for any ϑ1, ϑ2 ∈ R,

|f ηθ (ϑ1)−f
η
θ (ϑ2)| ≤ Fη

θ |ϑ1−ϑ2|,

|gηθ (ϑ1)−g
η
θ (ϑ2)| ≤ Gηθ |ϑ1−ϑ2|,

where Fη
θ ,G

η
θ (η = r, i, j, k) are positive constants.

Assumption 2: For any θ = 1, 2, . . . , n, α = 1, 2, . . . ,m,
the constants qθα are such that qθα > q̂θα ≥ 0.
Now define the error℘(t, z) = Z(t, z)−=(t, z) , ℘r (t, z)+

i℘i(t, z)+j℘j(t, z)+k℘k (t, z), namely ℘r (t, z) = Zr (t, z)−
=
r (t, z), ℘i(t, z) = Zi(t, z)−=i(t, z), ℘j(t, z) = Zj(t, z)−
=
j(t, z), ℘k (t, z) = Zk (t, z)−=k (t, z). Simplicity we denote

tσ = t−σ (t). Then the error dynamics system between
(6)-(9) and (12)-(15), can be obtained with four parts as:

∂λ℘r (t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1℘r (t, z)−Aξ℘

r (t, z)

+Brξ
[
F r (Zr (t, z))−F r (=r (t, z))

]
−Biξ

[
F i(Zi(t, z))−F i(=i(t, z))

]
−Bjξ

[
F j(Zj(t, z))−F j(=j(t, z))

]
−Bkξ

[
Fk (Zk (t, z))−Fk (=k (t, z))

]
+Dr

ξ

[
Gr (Zr (tσ , z))−Gr (=r (tσ , z))

]
−Di

ξ

[
Gi(Zi(tσ , z))−Gi(=i(tσ , z))

]
−Dj

ξ

[
Gj(Zj(tσ , z))−Gj(=j(tσ , z))

]
−Dk

ξ

[
Gk (Zk (tσ , z))−Gk (=k (tσ , z))

]
+ûrξ (t, z)

}
, (19)

∂λ℘i(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1℘i(t, z)−Aξ℘

i(t, z)

+Brξ
[
F i(Zi(t, z))−F i(=i(t, z))

]
+Biξ

[
F r (Zr (t, z))−F r (=r (t, z))

]
+Bjξ

[
Fk (Zk (t, z))−Fk (=k (t, z))

]
−Bkξ

[
F j(Zj(t, z))−F j(=j(t, z))

]
+Dr

ξ

[
Gi(Zi(tσ , z))−Gi(=i(tσ , z))

]
+Di

ξ

[
Gr (Zr (tσ , z))−Gr (=r (tσ , z))

]
+Dj

ξ

[
Gk (Zk (tσ , z))−Gk (=k (tσ , z))

]
−Dk

ξ

[
Gj(Zj(tσ , z))−Gj(=j(tσ , z))

]
+ûiξ (t, z)

}
, (20)

∂λ℘j(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1℘j(t, z)−Aξ℘

j(t, z)

+Brξ
[
F j(Zj(t, z))−F j(=j(t, z))

]
−Biξ

[
Fk (Zk (t, z))−Fk (=k (t, z))

]
+Bjξ

[
F r (Zr (t, z))−F r (=r (t, z))

]
+Bkξ

[
F i(Zi(t, z))−F i(=i(t, z))

]
+Dr

ξ

[
Gj(Zj(tσ , z))−Gj(=j(tσ , z))

]
−Di

ξ

[
Gk (Zk (tσ , z))−Gk (=k (tσ , z))

]
+Dj

ξ

[
Gr (Zr (tσ , z))−Gr (=r (tσ , z))

]
+Dk

ξ

[
Gi(Zi(tσ , z))−Gi(=i(tσ , z))

]
+ûjξ (t, z)

}
, (21)

∂λ℘k (t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1℘k (t, z)−Aξ℘

k (t, z)

+Brξ
[
Fk (Zk (t, z))−Fk (=k (t, z))

]
+Biξ

[
F j(Zj(t, z))−F j(=j(t, z))

]
−Bjξ

[
F i(Zi(t, z))−F i(=i(t, z))

]
+Bkξ

[
F r (Zr (t, z))−F r (=r (t, z))

]
+Dr

ξ

[
Gk (Zk (tσ , z))−Gk (=k (tσ , z))

]
+Di

ξ

[
Gj(Zj(tσ , z))−Gj(=j(tσ , z))

]
−Dj

ξ

[
Gi(Zi(tσ , z))−Gi(=i(tσ , z))

]
+Dk

ξ

[
Gr (Zr (tσ , z))−Gr (=r (tσ , z))

]
+ûkξ (t, z)

}
. (22)

The initial and boundary values of (19)-(22) are set as{
℘η(t, z) = 0, (t, z) ∈ [−σ,+∞)×∂�,
℘η(s, z) = ψ̂η(s, z), (s, z) ∈ [−σ, 0]×�,

where ψ̂η(s, z) = ψςη(s, z)−ψ ιη(s, z) (η = r, i, j, k).
We define, ℘(t, z) =

(
(℘r (t, z))T , (℘i(t, z))T , (℘j(t, z))T ,

(℘k (t, z))T
)T
, 1℘(t, z) =

(
(1℘r (t, z))T , (1℘i(t, z))T ,

(1℘j(t, z))T , (1℘k (t, z))T
)T
, Ûξ (t, z) =

(
(ûrξ (t, z))

T ,
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(ûiξ (t, z))
T , (ûjξ (t, z))

T , (ûkξ (t, z))
T
)T
, F̂(℘̂(t, z)) =

(
(F r (Zr

(t, z))−F r (=r (t, z)))T , (F i(Zi(t, z))−F i(=i(t, z)))T , (F j(Zj(t,
z))−F j(=j(t, z)))T , (Fk (Zk (t, z))−Fk (=k (t, z)))T

)T
, Ĝ(℘̂(tσ ,

z)) =
(
(Gr (Zr (tσ , z))−Gr (=r (tσ , z)))T , (Gi(Zi(tσ , z))−

Gi(=i(tσ , z)))T , (Gj(Zj(tσ , z))−Gj(=j(tσ , z)))T , (Gk (Zk (tσ ,

z))−Gk (=k (tσ , z)))T
)T
,

Âξ = diag(Aξ ,Aξ ,Aξ ,Aξ ),

B̂ξ =


Brξ −Biξ −Bjξ −Bkξ
Biξ Brξ −Bkξ Bjξ
Bjξ Bkξ Brξ −Biξ
Bkξ −Bjξ Biξ Brξ

 ,

Ĉξ =


Crξ −Ciξ −Cjξ −Ckξ
Ciξ Crξ −Ckξ Cjξ
Cjξ Ckξ Crξ −Ciξ
Ckξ −Cjξ Ciξ Crξ

 .
Then the system (19)-(22) can be expressed as

∂λ℘(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1℘(t, z)−Âξ℘(t, z)

+B̂ξ F̂(℘̂(t, z))+Ĉξ Ĝ(℘̂(tσ , z))+Ûξ (t, z)
}
. (23)

The initial and boundary values related to system (23) are
of the form{

℘(t, z) = 0, (t, z) ∈ [−σ,+∞)×∂�,
℘(s, z) = ψ̂(s, z), (s, z) ∈ [−σ, 0]×�,

(24)

where ψ̂(s, z) =
(
(ψ̂ r (s, z))T , (ψ̂ i(s, z))T , (ψ̂ j(s, z))T ,

(ψ̂k (s, z))T
)T
.

Definition 3 [60]: The drive system (4) is said to be
finite-time Mittag-Leffler synchronized with response system
(5) for proposed controllers. That is, the state of error sys-
tem (23) is said to be Mittag-Leffler stable in finite-time
under initial condition (24), if there exist positive con-
stants {δη, εη,2, ω, T } (η = r, i, j, k), δ =

∑j,k
η=r,i{δ

η
},

ε =
∑j,k
η=r,i{ε

η
}, ε > δ, ‖ψ̂η(s, z)‖ ≤ δη, and

‖ψ̂(s, z)‖ ≤ δ, such that ‖℘η(t, z)‖ ≤ εη and ‖℘(t, z)‖ ≤
‖ψ̂(s, z)‖{Eλ(−2tλ)}ω < ε, hold (t ≥ 0, t ∈ z and z is the
interval [0,T )).
Lemma 1 [36]: For a continuously differentiable with

respect to its first argument function ρ : [0, ν]×� → R,
ν > 0, we have

1
2
∂λρ2(t, z)
∂tλ

≤ ρ(t, z)
∂λρ(t, z)
∂tλ

, t ≥ 0, z ∈ �,

where 0 < λ < 1.
Lemma 2 [36]: Let� be cube |zk | < lk (k = 1, 2, . . . ,m)

and ϑ(z) = ϑ(z1, z2, . . . , zm) be a real-valued function which
defines on ϑ(z) ∈ C1(�) and it vanishes on the boundary ∂�
of �, i.e., ϑ(z)|z∈∂� = 0. Then∫

�

ϑ2(z)dz ≤ l2k

∫
�

(∂ϑ(z)
∂zk

)2
dz.

Lemma 3 [38]: Assume that the function V ∈ V0 is
such that for t > 0 and the inequality CDλ0V(t, ρ̂(t, z)) ≤
−π̂V(t, ρ̂(t, z)), where λ ∈ (0, 1) and π̂ > 0. Then

V(t, ρ̂(t, z)) ≤ sup
−σ≤s≤0

V(0, ρ̂(0, z))Eλ(π̂ tλ), t > 0.

III. MAIN RESULTS
In this section, some sufficient conditions are derived by
designing suitable controllers respectively to achieve FTMLS
of the drive-response system (4) and (5). To achieve the
FTMLS of drive-response system, the following controllers
are designed

ûηξ (t, z) = −µ
η
ξθ℘

η
θ (t, z), (25)

where ξ = 1, 2, . . . , ζ ; µηξθ (η = r, i, j, k) are fuzzy
feedback control gains to be determined later.
Remark 1: The control gains µηξθ are considered to be

not same in ûrξ , û
i
ξ , û

j
ξ and û

k
ξ , so the conservatism can be

improved.
Theorem 1: Under Assumption 1 and 2, the system (4) and

(5) achieve the FTMLS via controller (25) if the following
conditions holds:

(i) 2 = (f−L) > 0, (26)

(ii) Eλ(−2tλ) <
ε2

δ2
, (27)

where,

f = min
1≤θ≤n

{fr
θ ,f

i
θ ,f

j
θ ,f

k
θ },L = max

1≤θ≤n
{Lrθ ,L

i
θ ,L

j
θ ,L

k
θ },

Q̂ =
q̂θα
l2α
,

fr
θ = min

1≤θ≤n

{1
2

[
2(aξθ+Q̂+µrξθ )−

n∑
ϕ=1

(
F r
ϕ |b

r
ξθϕ |

−F i
ϕ |b

i
ξθϕ |−F

j
ϕ |b

j
ξθϕ |−F

k
ϕ |b

k
ξθϕ |+F

r
ϕ(|b

r
ξϕθ |

+|biξϕθ |+|b
j
ξϕθ |+|b

k
ξϕθ |)+G

r
ϕ |d

r
ξθϕ |−G

i
ϕ |d

i
ξθϕ |

−Gjϕ |d
j
ξθϕ |−G

k
ϕ |d

k
ξθϕ |

)]}
,

fi
θ = min

1≤θ≤n

{1
2

[
2(aξθ+Q̂+µiξθ )−

n∑
ϕ=1

(
F i
ϕ |b

r
ξθϕ |

+F r
ϕ |b

i
ξθϕ |+F

k
ϕ |b

j
ξθϕ |−F

j
ϕ |b

k
ξθϕ |+F

i
θ (|b

r
ξϕθ |

−|biξϕθ |+|b
k
ξϕθ |−|b

j
ξϕθ |)+G

i
ϕ |d

r
ξθϕ |+G

r
ϕ |d

i
ξθϕ |

+Gkϕ |d
j
ξθϕ |−G

j
ϕ |d

k
ξθϕ |

)]}
,

fj
θ = min

1≤θ≤n

{1
2

[
2(aξθ+Q̂+µjξθ )−

n∑
ϕ=1

(
F j
ϕ |b

r
ξθϕ |

−Fk
ϕ |b

i
ξθϕ |+F

r
ϕ |b

j
ξθϕ |+F

i
ϕ |b

k
ξθϕ |+F

j
θ (|b

r
ξϕθ |

−|bjξϕθ |−|b
k
ξϕθ |+|b

i
ξϕθ |)+G

j
ϕ |d

r
ξθϕ |−G

k
ϕ |d

i
ξθϕ |

+Grϕ |d
j
ξθϕ |+G

i
ϕ |d

k
ξθϕ |

)]}
,
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fk
θ = min

1≤θ≤n

{1
2

[
2(aξθ+Q̂+µkξθ )−

n∑
ϕ=

(
Fk
ϕ |b

r
ξθϕ |

+F j
ϕ |b

i
ξθϕ |−F

i
ϕ |b

j
ξθϕ |+F

r
ϕ |b

k
ξθϕ |+F

k
θ (|b

r
ξϕθ |

−|bkξϕθ |+|b
j
ξϕθ |−|b

i
ξϕθ |)+G

k
ϕ |d

r
ξθϕ |+G

j
ϕ |d

i
ξθϕ |

−Giϕ |d
j
ξθϕ |+G

r
ϕ |d

k
ξθϕ |

)]}
,

Lrθ = max
1≤θ≤n

{1
2

n∑
ϕ=1

Grθ
(
|d rξϕθ |+|d

i
ξϕθ |+|d

j
ξϕθ |+|d

k
ξϕθ |

)}
,

Liθ = max
1≤θ≤n

{1
2

n∑
ϕ=1

Giθ
(
|d rξϕθ |−|d

i
ξϕθ |−|d

j
ξϕθ |+|d

k
ξϕθ |

)}
,

L
j
θ = max

1≤θ≤n

{1
2

n∑
ϕ=1

Gjθ
(
|d rξϕθ |+|d

i
ξϕθ |−|d

j
ξϕθ |−|d

k
ξϕθ |

)}
,

Lkθ = max
1≤θ≤n

{1
2

n∑
ϕ=1

Gkθ
(
|d rξϕθ |−|d

i
ξϕθ |+|d

j
ξϕθ |−|d

k
ξϕθ |

)}
.

Proof: Consider a Lyapunov function as follows

V(t, ℘(t, z)) =
j,k∑
η=r,i

∫
�

n∑
θ=1

1
2
(℘ηθ )

2(t, z)dz. (28)

By calculating the Caputo fractional derivative of
V(t, ℘(t, z)) with λ ∈ (0, 1), along the trajectory of the error
system, we can obtain

dλV(t, ℘(t, z))
dtλ

=

j,k∑
η=r,i

{1
2
dλ

dtλ

( ∫
�

n∑
θ=1

(℘ηθ )
2(t, z)dz

)}

=

j,k∑
η=r,i

1
2

n∑
θ=1

{ dλ
dtλ

( ∫
�

(℘ηθ )
2(t, z)dz

)}
.

(29)

In particular, we have

dλ

dtλ

( ∫
�

(℘ηθ )
2(t, z)dz

)
=

1
0(1−λ)

∫ t

0

( d
ds

∫
�

(℘ηθ )
2(t, z)dz

) ds
(t−s)λ

=

∫
�

1
0(1−λ)

( ∫ t

0

∂(℘ηθ )
2(t, z)

∂s
ds

(t−s)λ

)
dz

=

∫
�

∂λ(℘ηθ )
2(t, z)

∂tλ
dz. (30)

From (29) and (30), we get

dλV(t, ℘(t, z))
dtλ

=

j,k∑
η=r,i

{1
2

n∑
θ=1

∫
�

∂λ(℘ηθ )
2(t, z)

∂tλ
dz
}
.

It follows from Lemma 1 that

dλV(t, ℘(t, z))
dtλ

≤

j,k∑
η=r,i

{ n∑
θ=1

∫
�

℘
η
θ (t, z)

∂λ℘
η
θ (t, z)

∂tλ
dz
}
.

That is,

CDλ0V(t, ℘(t, z)) ≤
n∑
θ=1

∫
�

℘rθ (t, z)
∂λ℘rθ (t, z)

∂tλ
dz

+

n∑
θ=1

∫
�

℘iθ (t, z)
∂λ℘iθ (t, z)

∂tλ
dz

+

n∑
θ=1

∫
�

℘
j
θ (t, z)

∂λ℘
j
θ (t, z)

∂tλ
dz

+

n∑
θ=1

∫
�

℘kθ (t, z)
∂λ℘kθ (t, z)

∂tλ
dz.

We denote,

W1 =

n∑
θ=1

∫
�

℘rθ (t, z)
∂λ℘rθ (t, z)

∂tλ
dz,

W2 =

n∑
θ=1

∫
�

℘iθ (t, z)
∂λ℘iθ (t, z)

∂tλ
dz,

W3 =

n∑
θ=1

∫
�

℘
j
θ (t, z)

∂λ℘
j
θ (t, z)

∂tλ
dz,

W4 =

n∑
θ=1

∫
�

℘kθ (t, z)
∂λ℘kθ (t, z)

∂tλ
dz.

Then,

W1 ≤

ζ∑
ξ=1

9ξ (β(t))
n∑
θ=1

∫
�

℘rθ (t, z)
{ m∑
α=1

∂

∂zα

(
qθα

∂℘rθ (t, z)

∂zα

)
−aξθ℘rθ (t, z)+

n∑
ϕ=1

brξθϕ
[
f rϕ (Z

r
ϕ(t, z))−f

r
ϕ (=

r
ϕ(t, z))

]
−

n∑
ϕ=1

biξθϕ
[
f iϕ(Z

i
ϕ(t, z))−f

i
ϕ(=

i
ϕ(t, z))

]
−

n∑
ϕ=1

bjξθϕ
[
f jϕ(Z

j
ϕ(t, z))−f

j
ϕ(=

j
ϕ(t, z))

]
−

n∑
ϕ=1

bkξθϕ
[
f kϕ (Z

k
ϕ(t, z))−f

k
ϕ (=

k
ϕ(t, z))

]
+

n∑
ϕ=1

d rξθϕ
[
grϕ(Z

r
ϕ(tσ , z))−g

r
ϕ(=

r
ϕ(tσ , z))

]
−

n∑
ϕ=1

d iξθϕ
[
giϕ(Z

i
ϕ(tσ , z))−g

i
ϕ(=

i
ϕ(tσ , z))

]
−

n∑
ϕ=1

d jξθϕ
[
gjϕ(Z

j
ϕ(tσ , z))−g

j
ϕ(=

j
ϕ(tσ , z))

]
−

n∑
ϕ=1

dkξθϕ
[
gkϕ(Z

k
ϕ(tσ , z))−g

k
ϕ(=

k
ϕ(tσ , z))

]
−µrξθ℘

r
θ (t, z)

}
. (31)
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By the boundary conditions and Green’s formula, we have
m∑
α=1

∫
�

℘rθ (t, z)
∂

∂zα

(
qθα

∂℘rθ (t, z)

∂zα

)
dz

= −

m∑
α=1

∫
�

qθα
(∂℘rθ (t, z)

∂zα

)2
dz.

By using Assumption 2 and the light of Lemma 2, we have
m∑
α=1

∫
�

℘rθ (t, z)
∂

∂zα

(
qθα

∂℘rθ (t, z)

∂zα

)
dz

≤ −

m∑
α=1

∫
�

q̂θα
(∂℘rθ (t, z)

∂zα

)2
dz

≤ −

m∑
α=1

∫
�

q̂θα
l2α

(℘rθ )
2(t, z)dz

≤ −Q̂
∫
�

(℘rθ )
2(t, z)dz. (32)

According to Assumption 1 and the inequality 2|x||y| ≤
x2+y2, we have
n∑
ϕ=1

brξθϕ

∫
�

℘rθ (t, z)
[
f rϕ (Z

r
ϕ(t, z))−f

r
ϕ (=

r
ϕ(t, z))

]
dz

≤

n∑
ϕ=1

F r
ϕ |b

r
ξθϕ |

∫
�

|℘rθ (t, z)||℘
r
ϕ(t, z)|dz

≤
1
2

n∑
ϕ=1

F r
ϕ |b

r
ξθϕ |

∫
�

(
(℘rθ )

2(t, z)+(℘rϕ)
2(t, z)

)
dz, (33)

n∑
ϕ=1

biξθϕ

∫
�

℘iθ (t, z)
[
f iϕ(Z

i
ϕ(t, z))−f

i
ϕ(=

i
ϕ(t, z))

]
dz

≤
1
2

n∑
ϕ=1

F i
ϕ |b

i
ξθϕ |

∫
�

(
(℘iθ )

2(t, z)+(℘iϕ)
2(t, z)

)
dz, (34)

n∑
ϕ=1

bjξθϕ

∫
�

℘
j
θ (t, z)

[
f jϕ(Z

j
ϕ(t, z))−f

j
ϕ(=

j
ϕ(t, z))

]
dz

≤
1
2

n∑
ϕ=1

F j
ϕ |b

j
ξθϕ |

∫
�

(
(℘jθ )

2(t, z)+(℘jϕ)
2(t, z)

)
dz, (35)

n∑
ϕ=1

bkξθϕ

∫
�

℘kθ (t, z)
[
f kϕ (Z

k
ϕ(t, z))−f

k
ϕ (=

k
ϕ(t, z))

]
dz

≤
1
2

n∑
ϕ=1

Fk
ϕ |b

k
ξθϕ |

∫
�

(
(℘kθ )

2(t, z)+(℘kϕ)
2(t, z)

)
dz, (36)

n∑
ϕ=1

d rξθϕ

∫
�

℘rθ (t, z)
[
grϕ(Z

r
ϕ(tσ , z))−g

r
ϕ(=

r
ϕ(tσ , z))

]
dz

≤
1
2

n∑
ϕ=1

Grϕ |d rξθϕ |
∫
�

(
(℘rθ )

2(t, z)+(℘rϕ)
2(tσ , z)

)
dz, (37)

n∑
ϕ=1

d iξθϕ

∫
�

℘iθ (tσ , z)
[
giϕ(Z

i
ϕ(tσ , z))−g

i
ϕ(=

i
ϕ(tσ , z))

]
dz

≤
1
2

n∑
ϕ=1

Giϕ |d iξθϕ |
∫
�

(
(℘iθ )

2(t, z)+(℘iϕ)
2(tσ , z)

)
dz, (38)

n∑
ϕ=1

d jξθϕ

∫
�

℘
j
θ (tσ , z)

[
gjϕ(Z

j
ϕ(tσ , z))−g

j
ϕ(=

j
ϕ(tσ , z))

]
dz

≤
1
2

n∑
ϕ=1

Gjϕ |d
j
ξθϕ |

∫
�

(
(℘jθ )

2(t, z)+(℘jϕ)
2(tσ , z)

)
dz, (39)

n∑
ϕ=1

dkξθϕ

∫
�

℘kθ (tσ , z)
[
gkϕ(Z

k
ϕ(tσ , z))−g

k
ϕ(=

k
ϕ(tσ , z))

]
dz

≤
1
2

n∑
ϕ=1

Gkϕ |dkξθϕ |
∫
�

(
(℘kθ )

2(t, z)+(℘kϕ)
2(tσ , z)

)
dz. (40)

Substituting (32)-(40) into (31), we obtain that

W1 ≤

ζ∑
ξ=1

9ξ (β(t))
{
−
1
2

n∑
θ=1

[
2(aξθ+Q̂+µrξθ )

−

n∑
ϕ=1

(
F r
ϕ |b

r
ξθϕ |−F

i
ϕ |b

i
ξθϕ |−F

j
ϕ |b

j
ξθϕ |−F

k
ϕ |b

k
ξθϕ |

+F r
θ |b

r
ξϕθ |+G

r
ϕ |d

r
ξθϕ |−G

i
ϕ |d

i
ξθϕ |−G

j
ϕ |d

j
ξθϕ |

−Gkϕ |dkξθϕ |
)] ∫

�

(℘rθ )
2(t, z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

F i
θ |b

i
ξϕθ |

∫
�

(℘iθ )
2(t, z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

F j
θ |b

j
ξϕθ |

∫
�

(℘jθ )
2(t, z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

Fk
θ |b

k
ξϕθ |

∫
�

(℘kθ )
2(t, z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Grθ |d
r
ξϕθ |

∫
�

(℘rθ )
2(tσ , z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

Giθ |d
i
ξϕθ |

∫
�

(℘iθ )
2(tσ , z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

Gjθ |d
j
ξϕθ |

∫
�

(℘jθ )
2(tσ , z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

Gkθ |d
k
ξϕθ |

∫
�

(℘kθ )
2(tσ , z)dz

}
. (41)

Similarly,

W2 ≤

ζ∑
ξ=1

9ξ (β(t))
{1
2

n∑
θ=1

n∑
ϕ=1

F r
θ |b

i
ξϕθ |

∫
�

(℘rθ )
2(t, z)dz

−
1
2

n∑
θ=1

[
2(aξθ+Q̂+µiξθ )−

n∑
ϕ=1

(
F i
ϕ |b

r
ξθϕ |

+F r
ϕ |b

i
ξθϕ |+F

k
ϕ |b

j
ξθϕ |−F

j
ϕ |b

k
ξθϕ |+F

i
θ |b

i
ξϕθ |

+Giϕ |d rξθϕ |+G
r
ϕ |d

i
ξθϕ |+G

k
ϕ |d

j
ξθϕ |
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−Gjϕ |dkξθϕ |
)] ∫

�

(℘iθ )
2(t, z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

F j
θ |b

k
ξϕθ |

∫
�

(℘jθ )
2(t, z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Fk
θ |b

j
ξϕθ |

∫
�

(℘kθ )
2(t, z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Grθ |d
i
ξϕθ |

∫
�

(℘rθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Giθ |d
r
ξϕθ |

∫
�

(℘iθ )
2(tσ , z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

Gjθ |d
k
ξϕθ |

∫
�

(℘jθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Gkθ |d
j
ξϕθ |

∫
�

(℘kθ )
2(tσ , z)dz

}
, (42)

W3 ≤

ζ∑
ξ=1

9ξ (β(t))
{1
2

n∑
θ=1

n∑
ϕ=1

F r
θ |b

j
ξϕθ |

∫
�

(℘rθ )
2(t, z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

F i
θ |b

k
ξϕθ |

∫
�

(℘iθ )
2(t, z)dz−

1
2

n∑
θ=1

[
2(aξθ

+Q̂+µjξθ )−
n∑
ϕ=1

(
F j
ϕ |b

r
ξθϕ |−F

k
ϕ |b

i
ξθϕ |+F

r
ϕ |b

j
ξθϕ |

+F i
ϕ |b

k
ξθϕ |+F

j
θ |b

r
ξθϕ |+G

j
ϕ |d

r
ξθϕ |−G

k
ϕ |d

i
ξθϕ |

+Grϕ |d
j
ξθϕ |+G

i
ϕ |d

k
ξθϕ |

)] ∫
�

(℘jθ )
2(t, z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

Fk
θ |b

i
ξϕθ |

∫
�

(℘kθ )
2(t, z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Grθ |d
j
ξϕθ |

∫
�

(℘rθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Giθ |d
k
ξϕθ |

∫
�

(℘iθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Gjθ |d
r
ξϕθ |

∫
�

(℘jθ )
2(tσ , z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

Gkθ |d
i
ξϕθ |

∫
�

(℘kθ )
2(tσ , z)dz

}
, (43)

and

W4 ≤

ζ∑
ξ=1

9ξ (β(t))
{1
2

n∑
θ=1

n∑
ϕ=1

F r
θ |b

k
ξϕθ |

∫
�

(℘rθ )
2(t, z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

F i
θ |b

j
ξϕθ |

∫
�

(℘iθ )
2(t, z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

F j
θ |b

i
ξϕθ |

∫
�

(℘jθ )
2(t, z)dz

−
1
2

n∑
θ=1

[
2(aξθ+Qθ+µ

k
ξθ )−

n∑
ϕ=1

(
Fk
ϕ |b

k
ξθϕ |

+F j
ϕ |b

i
ξθϕ |−F

i
ϕ |b

j
ξθϕ |+F

r
ϕ |b

k
ξθϕ |+F

k
θ |b

r
ξθϕ |

+Gkθ |d
r
ξθϕ |+G

j
θ |d

i
ξθϕ |−G

i
θ |d

j
ξθϕ |

+Grθ |d
k
ξθϕ |

) ∫
�

(℘kθ )
2(t, z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Grθ |d
k
ξϕθ |

∫
�

(℘rθ )
2(tσ , z)dz

−
1
2

n∑
θ=1

n∑
ϕ=1

Giθ |d
j
ξϕθ |

∫
�

(℘iθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Gjθ |d
i
ξϕθ |

∫
�

(℘jθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Gkθ |d
r
ξϕθ |

∫
�

(℘kθ )
2(tσ , z)dz

}
. (44)

Combining from (41)-(44), we have

CDλ0V(t, ℘(t, z))

≤

ζ∑
ξ=1

9ξ (β(t))
{
−
1
2

n∑
θ=1

[
2(aξθ+Q̂+µrξθ )

−

n∑
ϕ=1

(
F r
ϕ |b

r
ξθϕ |−F

i
ϕ |b

i
ξθϕ |−F

j
ϕ |b

j
ξθϕ |−F

k
ϕ |b

k
ξθϕ |

+F r
ϕ(|b

r
ξϕθ |+|b

i
ξϕθ |+|b

j
ξϕθ |+|b

k
ξϕθ |)+G

r
ϕ |d

r
ξθϕ |

−Giϕ |d iξθϕ |−G
j
ϕ |d

j
ξθϕ |−G

k
ϕ |d

k
ξθϕ |

)] ∫
�

(℘rθ )
2(t, z)dz

−
1
2

n∑
θ=1

[
2(aξθ+Q̂+µiξθ )−

n∑
ϕ=1

(
F i
ϕ |b

r
ξθϕ |+F

r
ϕ |b

i
ξθϕ |

+Fk
ϕ |b

j
ξθϕ |−F

j
ϕ |b

k
ξθϕ |+F

i
θ (|b

r
ξϕθ |−|b

i
ξϕθ |+|b

k
ξϕθ |

−|bjξϕθ |)+G
i
ϕ |d

r
ξθϕ |+G

r
ϕ |d

i
ξθϕ |+G

k
ϕ |d

j
ξθϕ |−G

j
ϕ |d

k
ξθϕ |

)]
×

∫
�

(℘iθ )
2(t, z)dz−

1
2

n∑
θ=1

[
2(aξθ+Q̂+µjξθ )

−

n∑
ϕ=1

(
F j
ϕ |b

r
ξθϕ |−F

k
ϕ |b

i
ξθϕ |+F

r
ϕ |b

j
ξθϕ |+F

i
ϕ |b

k
ξθϕ |

+F j
θ (|b

r
ξϕθ |−|b

j
ξϕθ−|b

k
ξϕθ |+|b

i
ξϕθ |)+G

j
ϕ |d

r
ξθϕ |

−Gkϕ |d iξθϕ |+G
r
ϕ |d

j
ξθϕ |+G

i
ϕ |d

k
ξθϕ |

)] ∫
�

(℘jθ )
2(t, z)dz

−
1
2

n∑
θ=1

[
2(aξθ+Q̂+µkξθ )−

n∑
ϕ=1

(
Fk
ϕ |b

r
ξθϕ |+F

j
ϕ |b

i
ξθϕ |

−F i
ϕ |b

j
ξθϕ |+F

r
ϕ |b

k
ξθϕ |+F

k
θ (|b

r
ξϕθ |−|b

k
ξϕθ+|b

j
ξϕθ |

−|biξϕθ |)+G
k
ϕ |d

r
ξθϕ |+G

j
ϕ |d

i
ξθϕ |−G

i
ϕ |d

j
ξθϕ |+G

r
ϕ |d

k
ξθϕ |

)]
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×

∫
�

(℘kθ )
2(t, z)dz+

1
2

n∑
θ=1

n∑
ϕ=1

Grθ
(
|d rξϕθ |+|d

i
ξϕθ |

+|d jξϕθ |+|d
k
ξϕθ |

) ∫
�

(℘rθ )
2(tσ , z)dz+

1
2

n∑
θ=1

n∑
ϕ=1

Giθ

×
(
|d rξϕθ |−|d

i
ξϕθ |−|d

j
ξϕθ |+|d

k
ξϕθ |

) ∫
�

(℘iθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Gjθ
(
|d rξϕθ |+|d

i
ξϕθ |−|d

j
ξϕθ |−|d

k
ξϕθ |

)
×

∫
�

(℘jθ )
2(tσ , z)dz+

1
2

n∑
θ=1

n∑
ϕ=1

Gkθ
(
|d rξϕθ |−|d

i
ξϕθ |

+|d jξϕθ |−|d
k
ξϕθ |

) ∫
�

(℘kθ )
2(tσ , z)dz

}
.

Thus,

CDλ0V(t, ℘(t, z))

≤

ζ∑
ξ=1

9ξ (β(t))
{
−
1
2

n∑
θ=1

fr
θ

∫
�

(℘rθ )
2(t, z)dz

−
1
2

n∑
θ=1

fi
θ

∫
�

(℘iθ )
2(t, z)dz−

1
2

n∑
θ=1

fj
θ

∫
�

(℘jθ )
2(t, z)dz

−
1
2

n∑
θ=1

fk
θ

∫
�

(℘kθ )
2(t, z)dz+

1
2

n∑
θ=1

Lrθ

∫
�

(℘rθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

Liθ

∫
�

(℘iθ )
2(tσ , z)dz+

1
2

n∑
θ=1

L
j
θ

∫
�

(℘jθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

Lkθ

∫
�

(℘kθ )
2(tσ , z)dz

}

≤ −f
j,k∑
η=r,i

∫
�

n∑
θ=1

1
2
(℘ηθ )

2(t, z)dz

+L

j,k∑
η=r,i

∫
�

n∑
θ=1

1
2
(℘ηθ )

2(tσ , z)dz

≤ −fV(t, ℘(t, z))+ sup
tσ≤s≤t

LV(tσ , ℘(tσ , z)). (45)

As the above inequalities satisfies the Razumikhin condi-
tion [11], we have

V(s, ℘(s, z)) ≤ V(t, ℘(t, z)), tσ ≤ s ≤ t, t ≥ 0. (46)

From (45) and (46), we have

CDλ0V(t, ℘(t, z)) ≤ −2V(t, ℘(t, z)). (47)

Applying Lemma 3 in inequality (47), it follows that

V(t, ℘(t, z)) ≤ sup
σ≤s≤0

V(0, ψ̂(s, ·))Eλ(−2tλ), t > 0.

So, the equivalent inequality (28) can be derived as follows

j,k∑
η=r,i

∫
�

n∑
θ=1

(℘ηθ )
2(t, z)dz

≤

j,k∑
η=r,i

(
sup
σ≤s≤0

∫
�

n∑
θ=1

(ψ̂ηθ )
2(s, z)dz

)
Eλ(−2tλ).

Denote ‖ψ̂η(s, z)‖=
(
supσ≤s≤0

∫
�

∑n
θ=1(ψ̂

η
θ )

2(s, z)dz
) 1

2
,

then
j,k∑
η=r,i

∫
�

n∑
θ=1

(℘ηθ )
2(t, z)dz ≤

j,k∑
η=r,i

‖ψ̂η(s, z)‖2Eλ(−2tλ).

According to inequality (27) and Definition 3, it follows
that

j,k∑
η=r,i

‖℘η(t, z)‖2 ≤ δ2
ε2

δ2
.

Therefore,

j,k∑
η=r,i

‖℘η(t, z)‖ ≤ ε. (48)

Based on Definition 3, and the inequality (48), we can
conclude that the system (4) is said to be FTMLS with the
system (5) under controllers (25). �
Remark 2: Compared with the results in [62], the model

in this paper has the fuzzy rules, fractional-order case
and thus, our models are new and more general. Although
Song et al. [62] studied finite-time anti-synchronization of
memristiveQVNNswith reaction-diffusion, and the controller
was state feedback controller not adaptive fuzzy controller.
Thus, to efficiently adjust the fuzzy control gains so that save
control cost, we introduce adaptive control approach in (49).
This is the first time to use an adaptive control method to study
the FTMLS of T-S FORDDQVNNs.
The adaptive fuzzy controller is presented as follows:û

η
ξ (t, z) = −$

η
ξθ℘

η
θ (t, z),

CDλ0$
η
ξθ = γ

η
ξθ (℘

η
θ )

2(t, z)−
%η

2
($ η

ξθ (t)−$
η)2,

(49)

for θ = 1, 2, . . . , n; ξ = 1, 2, . . . , ζ, where $ η > 0 are
tunable constants, $ η

ξθ (t) > 0 are tunable functions, %η > 0
and γ ηξθ > 0 are constants.
Theorem 2: Under Assumption 1 and 2, the system (4) and

(5) achieve the FTMLS via adaptive controller (49) if the
following conditions holds:

(i) 8 = N−%̂ > 0, (50)

(ii) Eλ(−8tλ) <
ε2

Kδ2
. (51)

where,

N = K̂−P̂, %̂ = min{%r , %i, %j, %k}, Q̂ =
q̂θα
l2α
,
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K̂ = min
1≤θ≤n

{Krθ ,K
i
θ ,K

j
θ ,K

k
θ },

P̂ = max
1≤θ≤n

{Pr
θ ,P

i
θ ,P

j
θ ,P

k
θ },

Krθ = min
1≤θ≤n

{1
2

[
2(aξθ+Q̂+$ r )−

n∑
ϕ=1

(
F r
ϕ |b

r
ξθϕ |

−F i
ϕ |b

i
ξθϕ |−F

j
ϕ |b

j
ξθϕ |−F

k
ϕ |b

k
ξθϕ |+F

r
ϕ(|b

r
ξϕθ |

+|biξϕθ |+|b
j
ξϕθ |+|b

k
ξϕθ |)+G

r
ϕ |d

r
ξθϕ |−G

i
ϕ |d

i
ξθϕ |

−Gjϕ |d
j
ξθϕ |−G

k
ϕ |d

k
ξθϕ |

)]}
,

Kiθ = min
1≤θ≤n

{1
2

[
2(aξθ+Q̂+$ i)−

n∑
ϕ=1

(
F i
ϕ |b

r
ξθϕ |

+F r
ϕ |b

i
ξθϕ |+F

k
ϕ |b

j
ξθϕ |−F

j
ϕ |b

k
ξθϕ |+F

i
θ (|b

r
ξϕθ |

−|biξϕθ |+|b
k
ξϕθ |−|b

j
ξϕθ |)+G

i
ϕ |d

r
ξθϕ |

+Grϕ |d iξθϕ |+G
k
ϕ |d

j
ξθϕ |−G

j
ϕ |d

k
ξθϕ |

)]}
,

K
j
θ = min

1≤θ≤n

{1
2

[
2(aξθ+Q̂+$ j)−

n∑
ϕ=1

(
F j
ϕ |b

r
ξθϕ |

−Fk
ϕ |b

i
ξθϕ |+F

r
ϕ |b

j
ξθϕ |+F

i
ϕ |b

k
ξθϕ |+F

j
θ (|b

r
ξϕθ |

−|bjξϕθ |−|b
k
ξϕθ |+|b

i
ξϕθ |)+G

j
ϕ |d

r
ξθϕ |−G

k
ϕ |d

i
ξθϕ |

+Grϕ |d
j
ξθϕ |+G

i
ϕ |d

k
ξθϕ |

)]}
,

Kkθ = min
1≤θ≤n

{1
2

[
2(aξθ+Q̂+$ k )−

n∑
ϕ=1

(
Fk
ϕ |b

r
ξθϕ |

+F j
ϕ |b

i
ξθϕ |−F

i
ϕ |b

j
ξθϕ |+F

r
ϕ |b

k
ξθϕ |+F

k
θ (|b

r
ξϕθ |

−|bkξϕθ |+|b
j
ξϕθ |−|b

i
ξϕθ |)+G

k
ϕ |d

r
ξθϕ |+G

j
ϕ |d

i
ξθϕ |

−Giϕ |d
j
ξθϕ |+G

r
ϕ |d

k
ξθϕ |

)]}
,

Pr
θ = max

1≤θ≤n

{1
2

n∑
ϕ=1

Grθ
(
|d rξϕθ |+|d

i
ξϕθ |+|d

j
ξϕθ |+|d

k
ξϕθ |

)}
,

Pi
θ = max

1≤θ≤n

{1
2

n∑
ϕ=1

Giθ
(
|d rξϕθ |−|d

i
ξϕθ |−|d

j
ξϕθ |+|d

k
ξϕθ |

)}
,

P
j
θ = max

1≤θ≤n

{1
2

n∑
ϕ=1

Gjθ
(
|d rξϕθ |+|d

i
ξϕθ |−|d

j
ξϕθ |−|d

k
ξϕθ |

)}
,

Pk
θ = max

1≤θ≤n

{1
2

n∑
ϕ=1

Gkθ
(
|d rξϕθ |−|d

i
ξϕθ |+|d

j
ξϕθ |−|d

k
ξϕθ |

)}
.

Proof: Construct a Lyapunov function of the following
form:

V(t, ℘(t, z)) = V̂(t, ℘(t, z))+Ŵ(t, ℘(t, z)),

where,

V̂(t, ℘(t, z)) =
j,k∑
η=r,i

∫
�

n∑
θ=1

1
2
(℘ηθ )

2(t, z)dz,

Ŵ(t, ℘(t, z)) =
j,k∑
η=r,i

∫
�

n∑
θ=1

1

2γ ηξθ

( ζ∑
ξ=1

9ξ (β(t))

×($ η
ξθ (t)−$

η)2
)
dz.

By computing the Caputo fractional derivative of
V(t, ℘(t, z)), one has

CDλ0V(t, ℘(t, z)) ≤
j,k∑
η=r,i

( ∫
�

n∑
θ=1

℘
η
θ (t, z)

∂λ℘
η
θ (t, z)

∂tλ
dz
)

+

j,k∑
η=r,i

( ∫
�

n∑
θ=1

1

γ
η
ξθ

{ ζ∑
ξ=1

9ξ (β(t))

×($ η
ξθ (t)−$

η)CDλ0$
η
ξθ

}
dz
)
.

Denote,

Ŵ1 =

j,k∑
η=r,i

( ∫
�

n∑
θ=1

℘
η
θ (t, z)

∂λ℘
η
θ (t, z)

∂tλ
dz
)
,

Ŵ2 =

j,k∑
η=r,i

( ∫
�

n∑
θ=1

1

γ
η
ξθ

{ ζ∑
ξ=1

9ξ (β(t))

×($ η
ξθ (t)−$

η)CDλ0$
η
ξθ

}
dz
)
,

and then

Ŵ1

≤

ζ∑
ξ=1

9ξ (β(t))
{
−
1
2

n∑
θ=1

[
2(aξθ+Q̂)−

n∑
ϕ=1

(
F r
ϕ |b

r
ξθϕ |

−F i
ϕ |b

i
ξθϕ |−F

j
ϕ |b

j
ξθϕ |−F

k
ϕ |b

k
ξθϕ |+F

r
ϕ(|b

r
ξϕθ |

+|biξϕθ |+|b
j
ξϕθ |+|b

k
ξϕθ |)+G

r
ϕ |d

r
ξθϕ |−G

i
ϕ |d

i
ξθϕ |

−Gjϕ |d
j
ξθϕ |−G

k
ϕ |d

k
ξθϕ |

)] ∫
�

(℘rθ )
2(t, z)dz

−
1
2

n∑
θ=1

[
2(aξθ+Q̂)−

n∑
ϕ=1

(
F i
ϕ |b

r
ξθϕ |+F

r
ϕ |b

i
ξθϕ |

+Fk
ϕ |b

j
ξθϕ |−F

j
ϕ |b

k
ξθϕ |+F

i
θ (|b

r
ξϕθ |−|b

i
ξϕθ |

+|bkξϕθ |−|b
j
ξϕθ |)+G

i
ϕ |d

r
ξθϕ |+G

r
ϕ |d

i
ξθϕ |

+Gkϕ |d
j
ξθϕ |−G

j
ϕ |d

k
ξθϕ |

)] ∫
�

(℘iθ )
2(t, z)dz

−
1
2

n∑
θ=1

[
2(aξθ+Q̂)−

n∑
ϕ=1

(
F j
ϕ |b

r
ξθϕ |−F

k
ϕ |b

i
ξθϕ |

+F r
ϕ |b

j
ξθϕ |+F

i
ϕ |b

k
ξθϕ |+F

j
θ (|b

r
ξϕθ |−|b

j
ξϕθ |

−|bkξϕθ |+|b
i
ξϕθ |)+G

j
ϕ |d

r
ξθϕ |−G

k
ϕ |d

i
ξθϕ |

+Grϕ |d
j
ξθϕ |+G

i
ϕ |d

k
ξθϕ |

)] ∫
�

(℘jθ )
2(t, z)dz

−
1
2

n∑
θ=1

[
2(aξθ+Q̂)−

n∑
ϕ=1

(
Fk
ϕ |b

r
ξθϕ |+F

j
ϕ |b

i
ξθϕ |

−F i
ϕ |b

j
ξθϕ |+F

r
ϕ |b

k
ξθϕ |+F

k
θ (|b

r
ξϕθ |−|b

k
ξϕθ |+|b

j
ξϕθ |
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−|biξϕθ |)+G
k
ϕ |d

r
ξθϕ |+G

j
ϕ |d

i
ξθϕ |−G

i
ϕ |d

j
ξθϕ |+G

r
ϕ |d

k
ξθϕ |

)]
×

∫
�

(℘kθ )
2(t, z)dz−

∫
�

n∑
θ=1

$ r
ξθ (℘

r
θ )

2(t, z)dz

−

∫
�

n∑
θ=1

$ i
ξθ (℘

i
θ )

2(t, z)dz−
∫
�

n∑
θ=1

$
j
ξθ (℘

j
θ )

2(t, z)dz

−

∫
�

n∑
θ=1

$ k
ξθ (℘

k
θ )

2(t, z)dz+
1
2

n∑
θ=1

n∑
ϕ=1

Grθ
(
|d rξϕθ |

+|d iξϕθ |+|d
j
ξϕθ |+|d

k
ξϕθ |

) ∫
�

(℘rθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Giθ
(
|d rξϕθ |−|d

i
ξϕθ |−|d

j
ξϕθ |+|d

k
ξϕθ |

)
×

∫
�

(℘iθ )
2(tσ , z)dz+

1
2

n∑
θ=1

n∑
ϕ=1

Gjθ
(
|d rξϕθ |+|d

i
ξϕθ |

−|d jξϕθ |−|d
k
ξϕθ |

) ∫
�

(℘jθ )
2(tσ , z)dz+

1
2

n∑
θ=1

n∑
ϕ=1

Gkθ

×
(
|d rξϕθ |−|d

i
ξϕθ |+|d

j
ξϕθ |−|d

k
ξϕθ |

) ∫
�

(℘kθ )
2(tσ , z)dz

}
.

Next,

Ŵ2

≤

ζ∑
ξ=1

9ξ (β(t))
{ ∫

�

( n∑
θ=1

1
γ rξθ

($ r
ξθ (t)−$

r )CDλ0$
r
ξθ (t)

)
dz

+

∫
�

( n∑
θ=1

1

γ iξθ
($ i

ξθ (t)−$
i)CDλ0$

i
ξθ (t)

)
dz

+

∫
�

( n∑
θ=1

1

γ
j
ξθ

($ j
ξθ (t)−$

r )CDλ0$
j
ξθ (t)

)
dz

+

∫
�

( n∑
θ=1

1

γ kξθ
($ k

ξθ (t)−$
k )CDλ0$

k
ξθ (t)

)
dz
}

≤

ζ∑
ξ=1

9ξ (β(t))
{ ∫

�

n∑
θ=1

1
γ rξθ

($ r
ξθ (t)−$

r )

×
{
γ rξθ (℘θ )

2(t, z)−
%r

2
($ r

ξθ−$
r )
}
dz

+

∫
�

n∑
θ=1

1

γ iξθ
($ i

ξθ (t)−$
i)
{
γ iξθ (℘θ )

2(t, z)

−
%i

2
($ i

ξθ−$
i)
}
dz+

∫
�

n∑
θ=1

1

γ
j
ξθ

($ j
ξθ (t)−$

j)

×
{
γ
j
ξθ (℘θ )

2(t, z)−
%j

2
($ j

ξθ−$
j)
}
dz

+

∫
�

n∑
θ=1

1

γ kξθ
($ k

ξθ (t)−$
k )
{
γ kξθ (℘θ )

2(t, z)

−
%k

2
($ k

ξθ−$
k )
}
dz
}

≤

ζ∑
ξ=1

9ξ (β(t))
{ ∫

�

n∑
θ=1

($ r
ξθ (t)−$

r )(℘rθ )
2(t, z)dz

+

∫
�

n∑
θ=1

($ i
ξθ (t)−$

i)(℘iθ )
2(t, z)dz

+

∫
�

n∑
θ=1

($ j
ξθ (t)−$

j)(℘jθ )
2(t, z)dz

+

∫
�

n∑
θ=1

($ k
ξθ (t)−$

k )(℘kθ )
2(t, z)dz

−%r
∫
�

n∑
θ=1

1
2γ rξθ

($ r
ξθ (t)−$

r )2dz

−%i
∫
�

n∑
θ=1

1

2γ iξθ
($ i

ξθ (t)−$
i)2dz

−%j
∫
�

n∑
θ=1

1

2γ jξθ
($ j

ξθ (t)−$
j)2dz

−%k
∫
�

n∑
θ=1

1

2γ kξθ
($ k

ξθ (t)−$
k )2dz

}
.

On the basis of above mentioned work, we can drive that

CDλ0V(t, ℘(t, z))

≤

ζ∑
ξ=1

9ξ (β(t))
{
−
1
2

n∑
θ=1

[
2(aξθ+Q̂+$ r )

−

n∑
ϕ=1

(
F r
ϕ |b

r
ξθϕ |−F

i
ϕ |b

i
ξθϕ |−F

j
ϕ |b

j
ξθϕ |−F

k
ϕ |b

k
ξθϕ |

+F r
ϕ(|b

r
ξϕθ |+|b

i
ξϕθ |+|b

j
ξϕθ |+|b

k
ξϕθ |)+G

r
ϕ |d

r
ξθϕ |

−Giϕ |d iξθϕ |−G
j
ϕ |d

j
ξθϕ |−G

k
ϕ |d

k
ξθϕ |

)] ∫
�

(℘rθ )
2(t, z)dz

−
1
2

n∑
θ=1

[
2(aξθ+Q̂+$ i)−

n∑
ϕ=1

(
F i
ϕ |b

r
ξθϕ |+F

r
ϕ |b

i
ξθϕ |

+Fk
ϕ |b

j
ξθϕ |−F

j
ϕ |b

k
ξθϕ |+F

i
θ (|b

r
ξϕθ |−|b

i
ξϕθ |+|b

k
ξϕθ |

−|bjξϕθ |)+G
i
ϕ |d

r
ξθϕ |+G

r
ϕ |d

i
ξθϕ |+G

k
ϕ |d

j
ξθϕ |−G

j
ϕ |d

k
ξθϕ |

)]
×

∫
�

(℘iθ )
2(t, z)dz−

1
2

n∑
θ=1

[
2(aξθ+Q̂+$ j)

−

n∑
ϕ=1

(
F j
ϕ |b

r
ξθϕ |−F

k
ϕ |b

i
ξθϕ |+F

r
ϕ |b

j
ξθϕ |+F

i
ϕ |b

k
ξθϕ |

+F j
θ (|b

r
ξϕθ |−|b

j
ξϕθ |−|b

k
ξϕθ |+|b

i
ξϕθ |)+G

j
ϕ |d

r
ξθϕ |

−Gkϕ |d iξθϕ |+G
r
ϕ |d

j
ξθϕ |+G

i
ϕ |d

k
ξθϕ |

)] ∫
�

(℘jθ )
2(t, z)dz

−
1
2

n∑
θ=1

[
2(aξθ+Q̂+$ k )−

n∑
ϕ=

(
Fk
ϕ |b

r
ξθϕ |+F

j
ϕ |b

i
ξθϕ |

−F i
ϕ |b

j
ξθϕ |+F

r
ϕ |b

k
ξθϕ |+F

k
θ (|b

r
ξϕθ |−|b

k
ξϕθ |+|b

j
ξϕθ |

−|biξϕθ |)+G
k
ϕ |d

r
ξθϕ |+G

j
ϕ |d

i
ξθϕ |−G

i
ϕ |d

j
ξθϕ |+G

r
ϕ |d

k
ξθϕ |

)]
130874 VOLUME 9, 2021



G. Narayanan et al.: Adaptive Fuzzy Feedback Controller Design for FTMLS

×

∫
�

(℘kθ )
2(t, z)dz+

1
2

n∑
θ=1

n∑
ϕ=1

Grθ
(
|d rξϕθ |+|d

i
ξϕθ |+|d

j
ξϕθ |

+|dkξϕθ |
) ∫

�

(℘rθ )
2(tσ , z)dz+

1
2

n∑
θ=1

n∑
ϕ=1

Giθ
(
|d rξϕθ |

−|d iξϕθ |−|d
j
ξϕθ |+|d

k
ξϕθ |

) ∫
�

(℘iθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

n∑
ϕ=1

Gjθ
(
|d rξϕθ |+|d

i
ξϕθ |−|d

j
ξϕθ |−|d

k
ξϕθ |

)
×

∫
�

(℘jθ )
2(tσ , z)dz+

1
2

n∑
θ=1

n∑
ϕ=1

Gkθ
(
|d rξϕθ |−|d

i
ξϕθ |

+|d jξϕθ |−|d
k
ξϕθ |

) ∫
�

(℘kθ )
2(tσ , z)dz

−%r
∫
�

n∑
θ=1

1
2γ rξθ

($ r
ξθ (t)−$

r )2dz

−%i
∫
�

n∑
θ=1

1

2γ iξθ
($ i

ξθ (t)−$
i)2dz

−%j
∫
�

n∑
θ=1

1

2γ jξθ
($ j

ξθ (t)−$
j)2dz

−%k
∫
�

n∑
θ=1

1

2γ kξθ
($ k

ξθ (t)−$
k )2dz

}

≤

ζ∑
ξ=1

9ξ (β(t))
{
−
1
2

n∑
θ=1

Krθ

∫
�

(℘rθ )
2(t, z)dz

−
1
2

n∑
θ=1

Kiθ

∫
�

(℘iθ )
2(t, z)dz−

1
2

n∑
θ=1

K
j
θ

∫
�

(℘jθ )
2(t, z)dz

−
1
2

n∑
θ=1

Kkθ

∫
�

(℘kθ )
2(t, z)dz+

1
2

n∑
θ=1

Pr
θ

∫
�

(℘rθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

Pi
θ

∫
�

(℘iθ )
2(tσ , z)dz+

1
2

n∑
θ=1

P
j
θ

∫
�

(℘jθ )
2(tσ , z)dz

+
1
2

n∑
θ=1

Pk
θ

∫
�

(℘kθ )
2(tσ , z)dz

−%r
∫
�

n∑
θ=1

1
2γ rξθ

($ r
ξθ (t)−$

r )2dz

−%i
∫
�

n∑
θ=1

1

2γ iξθ
($ i

ξθ (t)−$
i)2dz

−%j
∫
�

n∑
θ=1

1

2γ jξθ
($ j

ξθ (t)−$
j)2dz

−%k
∫
�

n∑
θ=1

1

2γ kξθ
($ k

ξθ (t)−$
k )2dz

}

≤ −K̂

j,k∑
η=r,i

∫
�

n∑
θ=1

1
2
(℘ηθ )

2(t, z)dz

+P̂

j,k∑
η=r,i

∫
�

n∑
θ=1

1
2
(℘ηθ )

2(tσ , z)dz

−%̂

j,k∑
η=r,i

∫
�

n∑
θ=1

1

2γ ηξθ

ζ∑
ξ=1

9ξ (β(t))($
η
ξθ (t)−$

k )2dz

≤ −K̂V̂(t, ℘(t, z))+P̂ sup
tσ≤s≤t

V̂(tσ , ℘(tσ , z))

−%̂Ŵ(t, ℘(t, z)).

For tσ ≤ s ≤ t, t ≥ 0, based on the above inequality,
the error state℘(t, z) satisfies the Razumikhin condition [11],
which gives,
CDλ0V(t, ℘(t, z)) ≤ −(K̂−P̂)V̂(t, ℘(t, z))−%̂Ŵ(t, ℘(t, z))

≤ −NV̂(t, ℘(t, z))−%̂Ŵ(t, ℘(t, z))
≤ −8V(t, ℘(t, z)).

From Lemma 3, we have that

V(t, ℘(t, z)) ≤ sup
σ≤s≤0

V(0, ψ̂(s, z))Eλ(−8tλ), t > 0.

It means that
j,k∑
η=r,i

∫
�

n∑
θ=1

1
2
(℘ηθ )

2(t, z)dz

≤

j,k∑
η=r,i

∫
�

n∑
θ=1

1
2
(℘ηθ )

2(t, z)dz+
j,k∑
η=r,i

∫
�

n∑
θ=1

1

2γ ηξθ

×

( ζ∑
ξ=1

9ξ (β(t))($
η
ξθ (t)−$

η)2
)
dz

≤

{ j,k∑
η=r,i

(
sup
σ≤s≤0

∫
�

n∑
θ=1

(ψ̂ηθ )
2(s, z)dz

)
+

j,k∑
η=r,i

∫
�

n∑
θ=1

1

2γ ηξθ

×

( ζ∑
ξ=1

9ξ (β(t))($
η
ξθ (0)−$

η)2
)
dz
}
Eλ(−8tλ).

In view of ($ η
ξθ (0)−$

η) is finite, it is obvious that there
exists a positive constant K leading to

j,k∑
η=r,i

(
sup
σ≤s≤0

∫
�

n∑
θ=1

(ψ̂ηθ )
2(s, z)dz

)
+

j,k∑
η=r,i

∫
�

n∑
θ=1

1

2γ ηξθ

×

( ζ∑
ξ=1

9ξ (β(t))($
η
ξθ (0)−$

η)2
)
dz

≤ K
j,k∑
η=r,i

(
sup
σ≤s≤0

∫
�

n∑
θ=1

(ψ̂ηθ )
2(s, z)dz

)
.

Finally, we obtain that
j,k∑
η=r,i

∫
�

n∑
θ=1

1
2
(℘ηθ )

2(t, z)dz

≤ K
j,k∑
η=r,i

(
sup
σ≤s≤0

∫
�

n∑
θ=1

(ψ̂ηθ )
2(s, z)dz

)
Eλ(−8tλ).

VOLUME 9, 2021 130875



G. Narayanan et al.: Adaptive Fuzzy Feedback Controller Design for FTMLS

According to inequality (51) and Definition 3, it follows
that

j,k∑
η=r,i

‖℘η(t, z)‖2 ≤ Kδ2
ε2

Kδ2
.

That is
j,k∑
η=r,i

‖℘η(t, z)‖ ≤ ε.

According to Definition 3, we can conclude that the drive
system (4) is said to be FTMLS with the response system (5)
under adaptive controllers (49). �
Remark 3: Most industrial processes are spatiotemporal

in nature, and the mathematical models of these nonlin-
ear processes are generally expressed by nonlinear PDEs.
In this paper, we designed adaptive fuzzy feedback controller
scheme for FTMLS problem of T-S fuzzy FORDDQVNNs. Up
to now, many interesting works concerning the property of
fractional-order QVNNswithout reaction-diffusion terms and
fuzzy rules have been obtained, see [50]–[57]. Furthermore,
the FTMLS problem of fractional-order QVNNs by using lin-
ear feedback controllers have been investigated [58]. In [62],
finite/fixed-time synchronization problem was discussed for
memristive QVNNs with integer-order case. To the best of our
knowledge, the present study is the first attempt to analyze
the FTMLS of T-S fuzzy FORDDQVNNs under adaptive fuzzy
feedback controller scheme. Therefore, the theoretical results
established in this paper are new and extend some previous
ones.
Remark 4: In the implementation, due to the restric-

tions of equipments and influence of the environment, the
reaction-diffusion phenomenon and fuzzy rules in CVNNs.
Different from the existing reaction-diffusion CVNNs and
without T-S fuzzy rules in [59]–[61], reaction-diffusion
CVNNs without fractional-order case in [59]–[61], and the
T-S fuzzy fractional-order reaction-diffusion CVNNs is newly
built in (10), (11) and (16), (17), which not only consid-
ers the effect of the reaction-diffusion phenomenon but the
fuzzy-dependent adjustable matrix inequality technique is
more flexible and helpful to reduce the conservatism and
compared with integer-order neurons, fractional-order neu-
rons are helpful for effective signal detection and extraction.
Thus, compared with the models in [59]–[61], the model
in (10), (11) and (16), (17) is more applicable. T-S fuzzy
FORDDQVNNs can be regarded as a generalization of
fractional-order reaction-diffusion CVNNs, thus Theorem 1
and Theorem 2 can be used to estimate the FTMLS of T-S
fuzzy fractional-order reaction-diffusion CVNNs.

Combining (10), (11) and (16), (17), can derive the follow-
ing error system

∂λ℘R(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1℘R(t, z)−Aξ℘

R(t, z)

+BRξ
[
FR(ZR(t, z))−FR(=R(t, z))

]

−BIξ
[
F I (ZI (t, z))−F I (=I (t, z))

]
+DR

ξ

[
GR(ZR(tσ , z))−GR(=R(tσ , z))

]
−DI

ξ

[
GI (ZI (tσ , z))−GI (=I (tσ , z))

]
+ûRξ (t, z)

}
, (52)

∂λ℘I (t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1℘I (t, z)−Aξ℘

I (t, z)

+BRξ
[
F I (ZI (t, z))−F I (=I (t, z))

]
+BIξ

[
FR(ZR(t, z))−FR(=R(t, z))

]
+DR

ξ

[
GI (ZI (tσ , z))−GI (=I (tσ , z))

]
+DI

ξ

[
GR(ZR(tσ , z))−GR(=R(tσ , z))

]
+ûIξ (t, z)

}
. (53)

According to (52) and (53) can be rewritten as

∂λ℘̃(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1℘̃(t, z)−Ãξ ℘̃(t, z)

+B̃ξ F̃(℘̃(t, z))+C̃ξ G̃(℘̃(tσ , z))+Ũξ (t, z)
}
, (54)

where, ℘̃(t, z) =
(
(℘R(t, z))T , (℘I (t, z))T

)T
, 1℘̃(t, z) =(

(1℘R(t, z))T , (1℘I (t, z))T
)T
, F̃(℘̃(t, z))=

(
(FR(ZR(t, z))−

FR(=R(t, z)))T , (F I (ZI (t, z))−F I (=I (t, z)))T
)T
, G̃(℘̃(tσ ,

z)) =
(
(GR(ZR(tσ , z))−GR(=R(tσ , z)))T , (GI (ZI (tσ , z))−

GI (=I (tσ , z)))T
)T
, Ũξ (t, z) =

(
(ûRξ (t, z))

T , (ûIξ (t, z))
T
)T
,

Ãξ = diag(Aξ ,Aξ ), B̃ξ =

[
BRξ −B

I
ξ

BIξ BRξ

]
, C̃ξ =[

CRξ −C
I
ξ

CIξ CRξ

]
.

In the following, we use the fuzzy feedback scheme to
realize FTMLS between the system (54), then the controller
can be designed as

ûRξ (t, z) = −µ̂
R
ξθ ℘̃

R
θ (t, z), ûIξ (t, z) = −µ̂

I
ξθ ℘̃

I
θ (t, z), (55)

where µ̂Rξθ and µ̂
I
ξθ represents the control gain.

Corollary 1: Under Assumption 1 and 2, the system (54)
achieve the FTMLS via controller (55) if the following condi-
tions holds:

(i) 3 = (B−E) > 0,

(ii) Eλ(−3tλ) <
ε2

δ2
,

where,

B = min
1≤θ≤n

{BR
θ ,B

I
θ },E = max

1≤θ≤n
{ERθ ,E

I
θ },

BR
θ = min

1≤θ≤n

{1
2

[
2(aξθ+Q̂+µ̃Rξθ )−

n∑
ϕ=1

(
FR
ϕ |b

R
ξθϕ |

−F I
ϕ |b

I
ξθϕ |+F

R
ϕ (|b

R
ξϕθ |+|b

I
ξϕθ |)+G

R
ϕ |d

R
ξθϕ |

−GIϕ |d Iξθϕ |)
]}
,
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BI
θ = min

1≤θ≤n

{1
2

[
2(aξθ+Q̂+µ̃Iξθ )−

n∑
ϕ=1

(
F I
ϕ |b

R
ξθϕ |

+FR
ϕ |b

I
ξθϕ |+F

I
θ (|b

R
ξϕθ |−|b

I
ξϕθ |)+G

I
ϕ |d

R
ξθϕ |

+GRϕ |d Iξθϕ |
)]}
,

ERθ = max
1≤θ≤n

{1
2

n∑
ϕ=1

GRθ
(
|dRξϕθ |+|d

I
ξϕθ |)

}
,

EIθ = max
1≤θn

{1
2

n∑
ϕ=1

GIθ
(
|dRξϕθ |−|d

I
ξϕθ |

)}
.

Designing an adaptive controller ûRξ (t, z) and ûIξ (t, z) as
follows:

ûRξ (t, z) = −$
R
ξθ℘

η
θ (t, z),

ûIξ (t, z) = −$
I
ξθ℘

η
θ (t, z),

CDλ0$
R
ξθ = γ

R
ξθ (℘

R
θ )

2(t, z)−
%R

2
($R

ξθ (t)−$
R)2,

CDλ0$
I
ξθ = γ

I
ξθ (℘

I
θ )

2(t, z)−
%I

2
($ I

ξθ (t)−$
I )2,

(56)

for θ = 1, 2, . . . , n; ξ = 1, 2, . . . , ζ, where $R > 0,
$ I > 0 are tunable constants; $R

ξθ (t) > 0, $ I
ξθ (t) > 0 are

tunable functions; %R > 0, %I > 0 and γ Rξθ > 0, γ Iξθ > 0 are
constants.
Corollary 2: Under Assumption 1 and 2, the system (54)

achieve the FTMLS via adaptive controller (56) if the follow-
ing conditions holds:

(i) 8̂ = T−%̄ > 0,

(ii) Eλ(−8̂tλ) <
ε2

Kδ2
.

where,

T = Ŝ−Ẑ, Ŝ = min
1≤θ≤n

{SRθ ,S
I
θ },

Ẑ = max
1≤θ≤n

{ZR
θ ,Z

I
θ }, %̄ = min{%R, %I },

SRθ = min
1≤θ≤n

{1
2

[
2(aξθ+Q̂+$R)−

n∑
ϕ=1

(
FR
ϕ |b

R
ξθϕ |

−F I
ϕ |b

I
ξθϕ |+F

R
ϕ (|b

R
ξϕθ |+|b

I
ξϕθ |)+G

R
ϕ |d

R
ξθϕ |

−GIϕ |d Iξθϕ |
)]}
,

SIθ = min
1≤θ≤n

{1
2

[
2(aξθ+Q̂+$ I )−

n∑
ϕ=1

(
F I
ϕ |b

R
ξθϕ |

+FR
ϕ |b

I
ξθϕ |+F

I
θ (|b

R
ξϕθ |−|b

I
ξϕθ |)+G

I
ϕ |d

R
ξθϕ |

+GRϕ |d Iξθϕ |
)]}
,

ZR
θ = max

1≤θ≤n

{1
2

n∑
ϕ=1

GRθ
(
|dRξϕθ |+|d

I
ξϕθ |

)}
,

Z I
θ = max

1≤θ≤n

{1
2

n∑
ϕ=1

GIθ
(
|dRξϕθ |−|d

I
ξϕθ |

)}
.

Remark 5: The result of Corollary 1 and 2 can also
be applied to T-S fuzzy fractional-order reaction-diffusion
CVNNs. Moreover, T-S fuzzy fractional-order reaction-
diffusion RVNNs are also applicable to the results in this
paper. This shows that the outcomes of this paper are more
general.

If transmission delay term are not considered, T-S fuzzy
FORDDQVNNs (4) is reduced to T-S fuzzy fractional-order
reaction-diffusion QVNNs

∂λ=(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=(t, z)−Aξ=(t, z)

+BξF(=(t, z))+I
}
. (57)

and T-S FORDDQVNNs (5) is reduced to the controlled T-S
fuzzy fractional-order reaction-diffusion QVNNs,

∂λZ(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1Z(t, z)−AξZ(t, z)

+BξF(Z(t, z))+I+ûξ (t, z)
}
. (58)

In this case, we have the following corollary.
Corollary 3: Under Assumption 1 and 2, the system (57)

and (58) achieve the FTMLS via controller (25) if the follow-
ing conditions holds:

(i) 9 > 0,

(ii) Eλ(−9tλ) <
ε2

δ2
,

where,

9 = min
1≤θ≤n

{ℵ
r
θ ,ℵ

i
θ ,ℵ

j
θ ,ℵ

k
θ },

ℵ
r
θ =

1
2

[
2(aξθ+Q̂+µrξθ )−

n∑
ϕ=1

(
F r
ϕ |b

r
ξθϕ−F

i
ϕ |b

i
ξθϕ |

−F j
ϕ |b

j
ξθϕ |−F

k
ϕ |b

k
ξθϕ |+F

r
ϕ(|b

r
ξϕθ |+|b

i
ξϕθ |

+|bjξϕθ |+|b
k
ξϕθ |)

)]
,

ℵ
i
θ =

1
2

[
2(aξθ+Q̂+µiξθ )−

n∑
ϕ=1

(
F i
ϕ |b

r
ξθϕ |+F

r
ϕ |b

i
ξθϕ |

+Fk
ϕ |b

j
ξθϕ |−F

j
ϕ |b

k
ξθϕ |+F

i
θ (|b

r
ξϕθ |−|b

i
ξϕθ |

+|bkξϕθ |−|b
j
ξϕθ |)

)]
,

ℵ
j
θ =

1
2

[
2(aξθ+Q̂+µjξθ )−

n∑
ϕ=1

(
F j
ϕ |b

r
ξθϕ |−F

k
ϕ |b

i
ξθϕ |

+F r
ϕ |b

j
ξθϕ |+F

i
ϕ |b

k
ξθϕ |+F

j
θ (|b

r
ξϕθ |−|b

j
ξϕθ |

−|bkξϕθ |+|b
i
ξϕθ |)

)]
,

ℵ
k
θ =

1
2

[
2(aξθ+Q̂+µkξθ )−

n∑
ϕ=1

(
Fk
ϕ |b

r
ξθϕ |+F

j
ϕ |b

i
ξθϕ |

−F i
ϕ |b

j
ξθϕ |+F

r
ϕ |b

k
ξθϕ |+F

k
θ (|b

r
ξϕθ |−|b

k
ξϕθ |

+|bjξϕθ |−|b
i
ξϕθ |)

)]
.
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Corollary 4: Under Assumption 1 and 2, the system (57)
and (58) achieve the FTMLS via adaptive controller (49) if
the following conditions holds:

(i) ϒ = Î−%̂ > 0,

(ii) Eλ(−ϒ tλ) <
ε2

Kδ2
.

where,

Î = min
1≤θ≤n

{̂Irθ , Î
i
θ , Î

j
θ , Î

k
θ }, %̂ = {%

r , %i, %j, %k},

Îrθ =
1
2

[
2(aξθ+Qθ+$

r )−
n∑
ϕ=1

(
F r
ϕ |b

r
ξθϕ |−F

i
ϕ |b

i
ξθϕ |

−F j
ϕ |b

j
ξθϕ |−F

k
ϕ |b

k
ξθϕ |+F

r
ϕ(|b

r
ξϕθ |+|b

i
ξϕθ |

+|bjξϕθ |+|b
k
ξϕθ |)

)]
,

Îiθ =
1
2

[
2(aξθ+Qθ+$

i)−
n∑
ϕ=1

(
F i
ϕ |b

r
ξθϕ |+F

r
ϕ |b

i
ξθϕ |

+Fk
ϕ |b

j
ξθϕ |−F

j
ϕ |b

k
ξθϕ |+F

i
θ (|b

r
ξϕθ |−|b

i
ξϕθ |

+|bkξϕθ |−|b
j
ξϕθ |)

)]
,

Î
j
θ =

1
2

[
2(aξθ+Qθ+$

j)−
n∑
ϕ=1

(
F j
ϕ |b

r
ξθϕ |−F

k
ϕ |b

i
ξθϕ |

+F r
ϕ |b

j
ξθϕ |+F

i
ϕ |b

k
ξθϕ |+F

j
θ (|b

r
ξϕθ |−|b

j
ξϕθ |

−|bkξϕθ |+|b
i
ξϕθ |)

)]
,

Îkθ =
1
2

[
2(aξθ+Q̂+$ k )−

n∑
ϕ=1

(
Fk
ϕ |b

r
ξθϕ |+F

j
ϕ |b

i
ξθϕ |

−F i
ϕ |b

j
ξθϕ |+F

r
ϕ |b

k
ξθϕ |+F

k
θ (|b

r
ξϕθ |−|b

k
ξϕθ |

+|bjξϕθ |−|b
i
ξϕθ |)

)]
.

IV. NUMERICAL EXAMPLE
In this section, we present a example to demonstrate our main
results. In order to verify the effectiveness of the proposed
control strategies for the synchronization between drive sys-
tem (59) and response system (60).
Example: Consider the following 2D-dimensional drive

system with two plant rules.

∂λ=(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=(t, z)−Aξ=(t, z)

+BξF(=(t, z))+DξG(=(t−σ (t), z))+I
}
. (59)

Plant Rule 1: If β1(t) is 41
1, then,

∂λ=(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=(t, z)−A1=(t, z)

+B1F(=(t, z))+D1G(=(t−σ (t), z))+I
}
.

Plant Rule 2: If β2(t) is 42
2, then,

∂λ=(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1=(t, z)−A2=(t, z)

+B2F(=(t, z))+D2G(=(t−σ (t), z))+I
}
.

The parameters are as follows
1=(t, z) =

∑m
α=1

(
qθα

∂=θ (t,z)
∂zα

)
, m = n = 2,

l1 = 3, l2 = 5, � = {z : z = (z1, z2)T ,
|zα| < 1}, α = 1, 2, λ = 0.93, A1 =

diag(3.2, 3.9), A2 = diag(4.7, 4.3), =(t, z) = =r (t, z)+
=
i(t, z)i+=j(t, z)j+=k (t, z)k, F(=(t, z)) = ((f1(=(t, z)))T ,

(f2(=(t, z)))T )T , G(=(t−σ (t), z)) = ((g1(=(t−σ (t), z)))T ,
(g2(=(t−σ (t), z)))T )T , σ (t) = 3et

10+7et , 91(β(t)) =
cos2

(
5tanh(‖=1‖+‖=2‖)

)
, 92(β(t)) = sin2

(
5tanh(‖=1‖+

‖=2‖)
)
, I(t) =

[
2cos(t)−3sin(t)i−cos(t)j+2sin(t)k
3sin(t)+cos(t)i+2cos(t)j−sin(t)k

]
,

(qθα)2×2 =
[
1.9 0.2
0.2 2.9

]
, B1 =

[
b111 b112
b121 b122

]
, B2 =[

b211 b212
b221 b222

]
, D1 =

[
d111 d112
d121 d122

]
, D2 =

[
d211 d212
d221 d222

]
,

where,
b111 = 1.3−0.9i−1.3j+0.9k, b112 = 2.1+1.2i−0.9j−
2.1k, b121 = −1.9+2.3i+1.9j−2.3k, b122 = −1.4+0.9i+
1.1j+0.9k, b211 = 2.3−1.9i+1.3j+0.7k, b212 = −1.3+
0.9i−2.3j+1.9k, b221 = 2.1−1.7i−1.3j−0.9k, b222 =
0.9+1.9i+2.3j−1.5k, d111 = −3.7+2.9i−3.3j−2.9k,
d112 = 3.1−3.3i+2.9j−3.1k, d121 = 1.9−2.7i+1.9j−2.7k,
d122 = 2.4−1.9i−2.1j−1.9k, d211 = 3.3−2.9i+2.3j+2.7k,
d212 = 2.9+2.3i−2.9j−2.3k, d221 = 2.1+1.7i+1.3j+2.9k,
d222 = 2.9−3.9i+1.3j+1.7k.With the original initial condi-
tions set as =1(0, z) = −3.1 cos(z)+2.3 cos(z)i+1.8 sin(z)j−
1.6cos(z)k and=2(0, z) = 2.4 sin(z)−3.1 cos(z)i+2.6sin(z)j+
0.6sin(z)k, the drive system state trajectories can be described
as in Fig. 1.
The controlled response system is depicted by

∂λZ(t, z)
∂tλ

=

ζ∑
ξ=1

9ξ (β(t))
{
1Z(t, z)−AξZ(t, z)

+BξF(Z(t, z))+DξG(Z(t−σ (t), z))
+I+Ûξ (t, z)

}
, (60)

where λ = 0.93, other parameters are the same as of as drive
system (59).
Case 1: We choose f rϕ (·) = grϕ(·) = 2.17tanh(·)+

0.03sign(·), f iϕ(·) = giϕ(·) = 1.49tanh(·)+0.01sign(·),
f jϕ(·) = gjϕ(·) = 2.17tanh(·)+0.03sign(·), f kϕ (·) = gkϕ(·) =
1.49tanh(·)+0.01sign(·), as the activation function. Thus,
Assumption (H1) are F r

ϕ =
1
4 , F

i
ϕ =

1
2 , F

j
ϕ =

1
4 , F

k
ϕ =

1
2 ,

Grϕ = 0, Giϕ = 1
2 , G

j
ϕ = 0, Gkϕ = 1

2 , (ϕ = 1, 2) and also (H2)

are q̂11 = 1.7, q̂22 = 2.7, q̂12 = q̂21 = 0.
Then, for controller (25), the parameters are designed as

µr11 = 3.7, µr12 = 3.1, µr21 = 2.5, µr22 = 2.9, µi11 =
2.3, µi12 = 3.5, µi21 = 2.7, µi22 = 3.7, µj11 = 2.7,
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FIGURE 1. State trajectory of (a) =r (t, z), (b) =i (t, z), (c) =j (t, z), and
(d ) =k (t, z) of system (59) without control.

FIGURE 2. Synchronization error (a) ℘r (t, z), (b) ℘i (t, z), (c) ℘j (t, z), and
(d ) ℘k (t, z) of system (59) and (60) via fuzzy feedback controller (25)
with fractional-order λ = 0.93..
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FIGURE 3. Synchronization error (a) ℘r (t, z), (b) ℘i (t, z), (c) ℘j (t, z), and
(d ) ℘k (t, z) of system (59) and (60) via adaptive controller (49) with
fractional-order λ = 0.93..

µ
j
12 = 4.1, µj21 = 3.1, µj22 = 2.8, µk11 = 1.7, µk12 = 2.7,
µk21 = 3.2, and µk22 = 3.9, combining with the proposed
criteria in Theorem 1, one obtains the following results:

fr
θ = 9.4550,fi

θ = 1.1525, fj
θ = 4.8025, fk

θ = 4.0025,

Lrθ = 0, Liθ = 1.4000, Ljθ = 0, Lkθ = 0.0025,

and, 2 = (f−L) = 0.2400 > 0, holds and we can
evaluate the finite time is about t = 2.5 according to the
condition Eλ(−2tλ) < ε2

δ2
, when we assume ε = 6.70,

δ = 1.5.Therefore, the drive system (59) can achieve FTMLS
with response system (60) under the designed controller (25).
Fig. 2 are synchronization errors ℘η(t, z) (η = r, i, j, k)
respectively, which have verified the feasibility and validness
of the established theoretical results.
Case 2: We choose same as the activation function in

case 1. Thus, Assumption (H1) are F r
ϕ = 1, F i

ϕ = 0,
F j
ϕ = 1, Fk

ϕ = 0, Grϕ = 0, Giϕ = 2
5 , G

j
ϕ = 0, Gkϕ = 2

5 , (ϕ =
1, 2) and (H2) are q̂11 = 1.5, q̂22 = 2, q̂12 = q̂21 = 0.
Then, for adaptive controller (49), the parameters are

designed as γ r11 = 4.09, γ r12 = 2.70, γ r21 = 2.08, γ r22 =
3.10, γ i11 = 2.53, γ i12 = 3.70, γ i21 = 3.07, γ i22 = 4.07,
γ
j
11 = 3.11, γ j12 = 3.97, γ j21 = 4.13, γ j22 = 2.97, γ k11 =

3.63, γ k12 = 3.07, γ k21 = 3.80, γ k22 = 3.36, $ r
= 2.71,

$ i
= 0.93, $ j

= 1.57, $ k
= 0.89, %r = 0.73, %i = 0.21,

%j = 0.97, and %k = 1.03. By Theorem 2, we obtains the
results:

Krα = 1.5200, Kiα = 2.1700, Kjα = 1.7800, Kkα = 1.5900,

Pr
α = 0, Pi

α = 1.1200, Pj
α = 0, Pk

α = 0.0400,

N = K̂−P̂ = 0.4000, and 8 = N−%̂ = 0.1900 > 0
holds, we can evaluate the finite-time is about t = 0.6 accord-
ing to the condition Eλ(−8tλ) < ε2

Kδ2 , when we assume
ε = 7.23, δ = 1.9,K = 1.05. Therefore, the drive system
(59) can achieve FTMLSwith response system (60) under the
designed controller (49). The simulation results are shown
in Fig. 3, where the synchronization errors ℘η(t, z)(η =
r, i, j, k), trend to be zero quickly with regard to time t.

V. CONCLUSION
In this paper, we introduces adaptive fuzzy feedback con-
trol schemes to investigate the FTMLS of T-S fuzzy
FORDQVNNs. First, mainly by employing Hamilton rules,
the studied multidimensional systems have been divided
into the relevant real-valued ones. By designing new
state-feedback controller and fuzzy adaptive controllers, then
constructing a suitable Lyapunov functional and employing
algebraic inequality methods, a novel FTMLS criterion of the
proposed system can be obtained. Finally, a simulation exam-
ple has been given to demonstrate the merits of the proposed
approach. However, there are still two unsolved problems
in this paper: (i) Stochastic factors are not considered in
modeling, which is not consistent with some actual systems,
and (ii) The impulsive controller would further reduce the
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contact consumption of the system compared to the contin-
uous controllers. Therefore, inspired by [4], [32], [36], the
FTMLS problem of stochastic FORDQVNNs via impulsive
controller scheme will be studied in our future work.
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