
Received July 7, 2021, accepted August 2, 2021, date of publication August 5, 2021, date of current version August 13, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3102585

Finite-Time Synchronization of Clifford-Valued
Neural Networks With Infinite Distributed
Delays and Impulses
N. BOONSATIT 1, R. SRIRAMAN2, T. ROJSIRAPHISAL 3, C. P. LIM 4,
P. HAMMACHUKIATTIKUL 5, AND G. RAJCHAKIT 6
1Department of Mathematics, Faculty of Science and Technology, Rajamangala University of Technology Suvarnabhumi, Nonthaburi 11000, Thailand
2Department of Mathematics, Thiuvalluvar University, Vellore, Tamil Nadu 632115, India
3Advanced Research Center for Computational Simulation, Department of Mathematics, Faculty of Science, Chiang Mai University, Chiang Mai 50200, Thailand
4Institute for Intelligent Systems Research and Innovation, Deakin University, Waurn Ponds, VIC 3216, Australia
5Department of Mathematics, Faculty of Science, Phuket Rajabhat University (PKRU), Phuket 83000, Thailand
6Department of Mathematics, Faculty of Science, Maejo University, Sansai, Chiang Mai 50290, Thailand

Corresponding author: T. Rojsiraphisal (thaned.r@cmu.ac.th)

This work was supported by Chiang Mai University.

ABSTRACT We study the issue of finite-time synchronization pertaining to a class of Clifford-valued neural
networks with discrete and infinite distributed delays and impulse phenomena. Since multiplication of Clif-
ford numbers is of non-commutativity, we decompose the original n-dimensional Clifford-valued drive and
response systems into the equivalent 2m-dimensional real-valued counterparts. We then derive the finite-time
synchronization criteria concerning the decomposed real-valued drive and response models through new
Lyapunov-Krasovskii functional and suitable controller as well as new computational techniques. We also
demonstrate the usefulness of the results through a simulation example.

INDEX TERMS Clifford-valued neural networks, finite-time synchronization, infinite distributed delay,
Lyapunov-Krasovskii fractional.

I. INTRODUCTION
Neural networks (NNs) have been successfully utilized to
undertake complex problems in different domains, e.g. image
processing, signal processing, optimization problems, and
other tasks. Recently, researchers have conducted investiga-
tions on dynamic analysis of NN models, leading to many
effective methods for analyzing the stability conditions of
NNs [1]–[4]. While many useful results have been achieved,
one challenge remains, i.e., the unavoidable phenomenon
of time delay in NNs. In this regard, poor signal prop-
agation, chaos, low functionality, divergence, and uncer-
tainty are all examples of dynamics caused by time delays
[5]–[9]. As such, it is worthwhile to analyze the dynamics
of NNs subject to constant or time-varying delays. Recently,
quaternion- and complex-valued NNs have been used to
solve a variety of problems, including classification of polar-
ized signals, investigation on 3D wind forecast, examination
of radar images, analysis of night vision, and many other
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challenging tasks [10], [11], [15]–[17]. Many dynamic anal-
ysis results with respect to complex-valued and quaternion-
valued NNs have been reported recently [12]-[14], [18]-[21].

As a strong foundation for tackling many geometry prob-
lems, Clifford algebra is useful for handling different tasks,
including computing devices, control, robotic systems, and
neural modeling [22]–[27]. Clifford-valued NNs generalize
real-valued, complex-valued, and quaternion-valued NNs.
In particular, Clifford-valued NNs are effective to solve spa-
tial geometric transformation as well as high-dimensional
data problems [24]-[30]. However, Clifford-valued NNs have
complex dynamical characteristics than those of real-valued,
complex-valued, and quaternion-valued NNs. Since Clifford
numbers are subject to non-commutativity of multiplication,
there have been few studies on the dynamical characteristics
of Clifford-valued NNs [28]–[36]. As an example, by using
appropriate Lyapunov-Krasovskii fractional (LKF) and linear
matrix inequality (LMI) techniques, the study in [28] derived
the global exponential stability conditions with respect to
the recurrent type of Clifford-valued NNs with time delays.
Leveraging the decomposition process, the key concern in
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Clifford-valued recurrent NNs from the perspective of global
asymptotic stability was investigated in [29]. On the other
hand, an effective feedback controller was designed in [31]
for the recurrent type of Clifford-valued NNs to handle the
presence of globally asymptotic almost automorphic syn-
chronization. The Banach fixed point principle and a suitable
LKF candidate was utilized to address the global asymptotic
almost periodic synchronization issues of Clifford-valued
NNs in [33]. Other similar results on the dynamical anal-
ysis of Clifford-valued NNs have also been reported,
e.g. see [34]–[37].

In [38], the authors studied the fundamentals of chaotic
systems, particularly on drive-response synchronization. The
research on this phenomenon has now become popular,
in view of its wide influence in different areas, e.g. commu-
nication, neural modeling, image processing, to name a few.
As such, various synchronization methods for different NNs
are available nowadays, especially exponential and asymp-
totic synchronization [39]–[31]. However, in some realis-
tic applications, such as the limited life span of machines,
synchronization problems are insufficient [42]–[43]. Thus,
in order to resolve these problems, the concept of finite-time
synchronization was developed. The finite-time synchro-
nization due to discontinuous activation functions and
time-varying delays in the recurrent type of complex-valued
NNs was investigated in [12]. While finite-time synchroniza-
tion with infinite-time distributed delays in complex-valued
NNs has been examined [47]. Similar issues due to time
delays in NNs was studied in [45], [46], [48].

However, studies on finite-time synchronization per-
taining to impulse and infinite-time distributed delays in
Clifford-valued NNs are limited. Therefore, our paper
is focused on the derivation of sufficient conditions to
finite-time synchronization of Clifford-valued NNs with
impulse and infinite-time distributed delays. The key contri-
butions of this work are listed below:

(1) The effects of impulsive and infinite distributed delays
on finite-time synchronization of Clifford-valued NNs
are studied for the first time.

(2) The sufficient conditions on finite-time synchronization
of Clifford-valued NNs are formulated by decompo-
sition into real-valued counterparts and by the use of
appropriate LKF candidate, control scheme and comput-
ing techniques.

(3) The results in this paper are valid as special cases when
we transform Clifford-valued NNs to its real-valued,
complex-valued, as well as quaternion-valued counter-
parts.

(4) An illustrative example is given and the associated
results are analyzed to show the effectiveness of our
results.

The remaining part of this paper is structured as follows. The
definition of Clifford-valued NNs is presented in Section 2.
In section 3, the sufficient conditions subject to finite-time
synchronization with respect to considered Clifford-valued

NNs are given. Simulation results and concluding remarks
are presented in Sections 4 and 5, respectively.

II. BACKGROUND
A. NOTATIONS

In the following sections, ‖r‖ =
n∑

x=1
|rx | denotes the norm

of Rn. Given A = (axy)n×n ∈ Rn×n, one has ‖A‖ =

max
1≤x≤n

{ n∑
y=1
|axy|

}
. Similarly, r =

∑
A
rAeA ∈ A, one has

|r|A =
∑
A
|rA|, and given A = (axy)n×n ∈ An×n, one has

‖A‖A = max
1≤x≤n

{ n∑
y=1
|axy|A

}
. Besides, ϕ ∈ C((−∞, 0],An).

Matrix transposition and matrix involution transposition are
indicated by superscripts of T and ∗. Clifford algebra with
m generators operating on real number R is denoted by A.
The n-dimensional real vector space and Clifford vector are
represented by Rn and An, while the set of all n × n real
and Clifford matrices are represented by Rn×n and An×n,

respectively. Moreover, sign(r) =


1, if r > 0,
0, if r = 0,
−1, if r < 0.

B. CLIFFORD ALGEBRA
Define the Clifford real algebra over Rm as

A =
{ ∑
A⊆{1,2,...,m}

aAeA, aA ∈ R
}
,

where eA = e`1e`2 . . . e`ν with A = {`1, `2, . . . , `ν}, 1 ≤
`1 < `2 < . . . < `ν ≤ m. For the Clifford generators that
exey + eyex = 0, x 6= y, x, y = 1, 2, . . . ,m, e2x = −1, x =
1, 2, . . . ,m are denoted by e∅ = e0 = 1 and e` = e{`},
` = 1, 2, . . . ,m.
Remark 1: When an element is the product of multiple

Clifford generators, the subscripts are organized together:
e4e5e6e7 = e4567.
Given 3 = {∅, 1, 2, . . . ,A, . . . , 12 . . .m}, and one has

A =
{∑

A

aAeA, aA ∈ R
}
,

where
∑
A

indicates
∑
A∈3

and dimA =
m∑
k=0

(m
k

)
= 2m. Given a

Clifford number r =
∑
A
rAeA, one can define the involution

of r as

r̄ =
∑
A

rAēA,

where ēA = (−1)
σ [A](σ [A]+1)

2 eA. If A = ∅, then σ [A] = 0,
while if A = `1`2 . . . `ν , then σ [A] = ν. As such, based
on the definition, one has eAēA = ēAeA = 1. Given r =∑
A
rAeA : R → A, where rA : R → R, A ∈ 3, one

has ṙ(t) =
∑
A
ṙA(t)eA as its derivative. Readers can refer to

[28]–[30] for a detailed understanding of Clifford algebra.
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Remark 2: Since eBēA = (−1)
σ [A](σ [A]+1)

2 eBeA, one has
eBēA = eC or eBēA = −eC , where eC is a basis of Clifford
algebraA. One can then identify a unique basis eC pertaining
to a given eBēA. Let

σ [B.Ā] =

{
0, if eBēA = eC ,
1, if eBēA = −eC ,

then eBēA = (−1)σ [B.Ā]eC . Given F ∈ A, one has a unique
FC that fulfillsFB.Ā

= (−1)σ [B.Ā]FC pertaining to eBēA =
(−1)σ [B.Ā]eC . Hence,

FB.ĀeBēA = FB.Ā(−1)σ [B.Ā]eC
= (−1)σ [B.Ā]FC (−1)σ [B.Ā]eC
= FCeC ,

and F =
∑
C

FCeC ∈ A.

As an example, consider the second term in an NN (1), and
for all y = 1, 2, . . . , n

n∑
y=1

axyhy(ry(t))

=

n∑
y=1

∑
C

aCxyeC
∑
B

hBy (ry(t))eB

=

n∑
y=1

∑
A

∑
B

(−1)σ [A.B̄]aA.B̄xy (−1)σ [A.B̄]eAēBhBy (ry(t))eB

=

n∑
y=1

(−1)2σ [A.B̄]
∑
A

∑
B

aA.B̄xy hBy (ry(t))eAēBeB

=

n∑
y=1

∑
A

∑
B

aA.B̄xy hBy (ry(t))eA.

C. PROBLEM DEFINITION
We consider the Clifford-valued NNs subject to time-varying
delays, infinite distributed delays and impulsive effects,
as follows:

ṙx(t) = −dxrx(t)+
n∑

y=1

axyhy(ry(t))

+

n∑
y=1

bxyhy(ry(t − τy(t)))

+

n∑
y=1

cxy

∫ t

−∞

θxy(t − s)hy(ry(s))ds

+kx , t ≥ 0, t 6= tk ,
1rx(t) = rx(tk )− rx(t

−

k ) = αxkrx(t
−

k ), t = tk ,
rx(t) = ϕx(t) ∈ C((−∞, 0],A),

(1)

where x, y ∈ N (N = 1, 2, . . . , n); the state vector of the
xth node is rx(t) ∈ A. In addition, the rate with which the xth
node resets its potential to achieve a resting state in isolation
after being disconnected from the network and external inputs
is indicated by dx ∈ R+, while the connection weights are
axy, bxy, cxy ∈ A, and the external input is kx ∈ A. Moreover,
the activation function is hy(·) : An

→ An, the time-
varying delay is τy(t), and the bounded scalar function is

θxy : [0,+∞) → [0,+∞). On the other hand, 4rx(tk ) =
rx(tk )−rx(t

−

k ) represents the jump of rx at impulsivemoments
tk , k = 1, 2, . . . that fulfills 0 < t1 < t2 < . . . < tk < . . .,
which is strictly increasing sequence such that lim

k→+∞
tk =

+∞. The right and left limits at tk are rx(tk ) and rx(t
−

k ), while
the strength of impulse is αxk = diag{α1k , α2k , . . . , αnk}.
With respect to the Banach space, ϕx(t) ∈ C((−∞, 0],A)
represents a continuous function mapping (−∞, 0] into A.
(A1) Positive constants τy and µy < 1 exist, in which 0 ≤

τy(t) ≤ τy, τ̇y(t) ≤ µy, y ∈ N .
Remark 3: The NN (1) covers real-valued, complex-

valued, and quaternion-valued counterparts. As such, the for-
mulated NN in (1) stands as a generic version as
compared with those in the existing literature. As an exam-
ple, the Clifford-valued NN representation in (1) covers
real-valued NNs (m = 0), complex-valued NNs (m = 1), and
quaternion-valued NNs (m = 2) as its special cases.
The definition of its associated response model is as

follows:

ṡx(t) = −dxsx(t)+
n∑

y=1

axyhy(sy(t))

+

n∑
y=1

bxyhy(sy(t − τy(t)))

+

n∑
y=1

cxy

∫ t

−∞

θxy(t − s)hy(sy(s))ds

+kx + ux(t), t ≥ 0, t 6= tk ,
1sx(t) = sx(tk )− sx(t

−

k ) = αxksx(t
−

k ), t = tk ,
sx(t) = φx(t) ∈ C((−∞, 0],A),

(2)

where x, y ∈ N (N = 1, 2, . . . , n), sx(t) ∈ A is the state
vector of the xth node. In addition, φx(t) ∈ C((−∞, 0],A)
represents the Banach space of all continuous functions map-
ping (−∞, 0] to A. On the other hand, 4sx(tk ) = sx(tk ) −
sx(t
−

k ) represents the jump of sx at impulsive moment tk .
Besides, ux(t) is the control input, while all other notations
in NN (2) are similar to those in NN (1).
Remark 4: When the delay kernels meet the following con-

dition

θxy(t) =
{
0, t > ςxy,

1, 0 ≤ t ≤ ςxy,

where ςxy > 0, x, y ∈ N are constants, the NN (1) becomes
the following NN with finite-time distributed delays:

ṙx(t) = −dxrx(t)+
n∑

y=1

axyhy(ry(t))

+

n∑
y=1

bxyhy(ry(t − τy(t)))

+

n∑
y=1

cxy

∫ t

t−ςxy
θxy(t − s)hy(ry(s))ds

+kx , t ≥ 0, t 6= tk ,
1rx(t) = rx(tk )− rx(t

−

k ) = αxkrx(t
−

k ), t = tk ,
rx(t) = ϕx(t) ∈ C((−∞, 0],A).
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(A2) Function hy(·) satisfies the Lipschitz continuity con-
dition with respect to the n-dimensional Clifford vector. Con-
sider each y ∈ N , there is a positive constant ly such that for
any p, q ∈ A,

|hy(p)− hy(q)|A ≤ ly|p− q|A, y ∈ N , (3)

where ly (y ∈ N ) is the Lipschitz constant and hy(0) =
0. Furthermore, a positive constant ly exists such that
|h(p)|A ≤ ly for any p ∈ A.

(A3) There is a positive constant θ̃xy such that∫
+∞

0
θxy(s)ds = θ̃xy, x, y ∈ N . (4)

III. MAIN RESULTS
Based on eAēA = ēAeA = 1 and eBēAeA = eB, the follow-
ing real-valued NN can be obtained through transformation
of (1):

ṙAx (t) = −dxr
A
x (t)+

n∑
y=1

∑
B

aA.B̄xy hBy (ry(t))

+

n∑
y=1

∑
B

bA.B̄xy hBy (ry(t − τy(t)))

+

n∑
y=1

∑
B

cA.B̄xy

∫ t

−∞

θxy(t − s)hBy (ry(s))ds

+kAx , t ≥ 0, t 6= tk ,
1rAx (t) = rAx (tk )− rAx (t

−

k ) = αxkr
A
x (t
−

k ), t = tk ,
rAx (t) = ϕ

A
x (t) ∈ C((−∞, 0],R2mn),

(5)

where

rA(t) = (rA1 (t), r
A
2 (t), . . . , r

A
n (t))

T ,

rx(t) =
∑
A

rAx (t)eA,

kA = (kA1 , k
A
2 , . . . , k

A
n )
T , kx =

∑
A

kAx eA,

hy(ry(t)) =
∑
B

hBy
(
rC1
y (t), rC2

y (t), . . . , rC2m
y (t)

)
eB

=

∑
B

hBy (ry(t))eB,

hy(ry(t − τy(t))) =
∑
B

hBy
(
rC1
y (t − τy(t)),

rC2
y (t − τy(t)), . . . , rC2m

y (t − τy(t))
)
eB

=

∑
B

hBy (ry(t − τy(t)))eB,

axy =
∑
C

aCxyeC , a
A.B̄
xy = (−1)σ [A.B̄]aCxy,

bxy =
∑
C

bCxyeC , b
A.B̄
xy = (−1)σ [A.B̄]bCxy,

cxy =
∑
C

cCxyeC , c
A.B̄
xy = (−1)σ [A.B̄]cCxy,

eAēB = (−1)σ [A.B̄]eC .

Using the same method, one can obtain the following
real-valued NN through transformation of (2):

ṡAx (t) = −dxs
A
x (t)+

n∑
y=1

∑
B

aA.B̄xy hBy (sy(t))

+

n∑
y=1

∑
B

bA.B̄xy hBy (sy(t − τy(t)))

+

n∑
y=1

∑
B

cA.B̄xy

∫ t

−∞

θxy(t − s)hBy (sy(s))ds

+kAx + uAx (t), t ≥ 0, t 6= tk ,
1sAx (t) = sAx (tk )− sAx (t

−

k ) = αxks
A
x (t
−

k ), t = tk ,
sAx (t) = φ

A
x (t) ∈ C((−∞, 0],R2mn),

(6)

where

sA(t) = (sA1 (t), s
A
2 (t), . . . , s

A
n (t))

T ,

sx(t) =
∑
A

sAx (t)eA,

uA(t) = (uA1 (t), u
A
2 (t), . . . , u

A
n (t))

T ,

ux(t) =
∑
A

uAx (t)eA,

hy(sy(t)) =
∑
B

hBy
(
sC1
y (t), sC2

y (t), . . . , sC2m
y (t)

)
eB

=

∑
B

hBy (sy(t))eB,

hy(sy(t − τy(t))) =
∑
B

hBy
(
sC1
y (t − τy(t)),

sC2
y (t − τy(t)), . . . , sC2m

y (t − τy(t))
)
eB

=

∑
B

hBy (sy(t − τy(t)))eB.

Note that the notation in (5) is applicable in (6).
Remark 5: If r = (r01, r

1
1, . . . , r

1.2...m
1 , r02, r

1
2, . . . ,

r1.2...m2 , . . . , r0n, r
1
n, . . . , r

1.2...m
n )T = {rAx } is a solution to (5),

then r = (r1, . . . , rn)T must be a solution to (1), where
rx =

∑
A
rAx eA, i = 1, 2, . . . , n, A ∈ 3.

The error vectors between (5) and (6) are indicated by eAx (t) =
sAx (t)− rAx (t) and ψ

A
x (t) = φ

A
x (t)− ϕ

A
x (t), respectively. Based

on (5)-(6), one has:

ėAx (t) = −dxe
A
x (t)+

n∑
y=1

∑
B

aA.B̄xy hBy (ey(t))

+

n∑
y=1

∑
B

bA.B̄xy hBy (ey(t − τy(t)))

+

n∑
y=1

∑
B

cA.B̄xy

∫ t

−∞

θxy(t − s)hBy (ey(s))ds

+uAx (t), t ≥ 0, t 6= tk ,
1eAx (t) = eAx (tk )− eAx (t

−

k ) = αxke
A
x (t
−

k ), t = tk ,
eAx (t) = ψ

A
x (t) ∈ C((−∞, 0],R2mn).

(7)

The following definition applies in this work.
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Definition 1: [48] Given an appropriate controller, if con-
stant t1 > 0, such that ‖eA(t1)‖1 = 0 and ‖eA(t)‖1 ≡ 0 for

t > t1, where ‖eA(t)‖1 =
n∑

x=1

∑
A
|eAx (t)|, then the NN (5) and

(6) are finite-time synchronized.

A. FINITE TIME SYNCHRONIZATION
Referring to Definition (1), finite-time synchronization of (5)
and (6) is equivalent to finite-time stabilization pertaining
to (7) at the origin. Hence, the condition ux(t) = 0 when
ex(t) = 0, x ∈ N must be met by controller ux(t). In this
case, the following controller is formulated:

ux(t) =
∑
A

uAx (t)eA,

uAx (t) = −βxe
A
x (t)− γx sign(e

A
x (t)), (8)

where x ∈ N , A ∈ 3, and the control gain βx > 0, and the
tunable constant is γx > 0. The following main results can be
derived.
Theorem 1: Assume that (A1)-(A3) are valid, given pos-

itive constants βx , γx , x ∈ N, and the impulsive operator
αxk (eA(t

−

k )) satisfies αxk (e
A(t−k )) = −ϑxk (e

A(t−k )), x ∈ N,
k = 1, 2, . . .. If |1 − ϑxk | ≤ 1, and the following inequality
exists

dx + βx −
( n∑
y=1

∑
A

∑
B

lx |aA.B̄yx |

+

n∑
y=1

∑
A

∑
B

1
1− µx

lx |bA.B̄yx |

+

n∑
y=1

∑
A

∑
B

lx |cA.B̄yx |θ̃yx

)
> 0, x ∈ N ,

(9)

then the model in (6) is synchronized with that in (5) in
fixed-time under controller (8).
Proof: Consider the following LKF candidate:

V(t) =
n∑

x=1

∑
A

|eAx (t)|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly

∫ t

t−τy(t)
|eAy (s)|ds

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

×

∫ 0

−∞

∫ t

t+s
θxy(−s)|eAy (u)|duds. (10)

When t = tk , k = 1, 2, . . ., one can compute

V(tk ) =
n∑

x=1

∑
A

|eAx (tk )| +
n∑

x=1

n∑
y=1

∑
A

∑
B

×
1

1− µy
|bA.B̄xy |ly

∫ tk

tk−τy(tk )
|eAy (s)|ds

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

×

∫ 0

−∞

∫ t

tk+s
θxy(−s)|eAy (u)|duds

=

n∑
x=1

∑
A

|eAx (t
−

k )+ αxk (e
A
x (t
−

k ))|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly

×

∫ tk

tk−τy(tk )
|eAy (s)|ds+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

×

∫ 0

−∞

∫ t

tk+s
θxy(−s)|eAy (u)|duds

≤

n∑
x=1

∑
A

|eAx (t
−

k )− ϑxk (e
A
x (t
−

k ))|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly

×

∫ tk

tk−τy(tk )
|eAy (s)|ds+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

×

∫ 0

−∞

∫ t

tk+s
θxy(−s)|eAy (u)|duds

=

n∑
x=1

∑
A

|1− ϑxk |eAx (t
−

k )|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly

×

∫ tk

tk−τy(tk )
|eAy (s)|ds+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

×

∫ 0

−∞

∫ t

tk+s
θxy(−s)|eAy (u)|duds

= |1− ϑxk |V(t−k )

V(tk ) ≤ V(t−k ). (11)

When t 6= tk , and by assumptions (A1)-(A3), one can
compute the upper right derivatives of V(t) with respect to
the solution of (7) to yield

V̇(t) =
n∑

x=1

∑
A

sign(eAx (t))ė
A
x (t)

=

n∑
x=1

∑
A

sign(eAx (t))
[
− dxeAx (t)

+

n∑
y=1

∑
B

aA.B̄xy hBy (ey(t))

+

n∑
y=1

∑
B

bA.B̄xy hBy (ey(t − τy(t)))
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+

n∑
y=1

∑
B

cA.B̄xy

∫ t

−∞

θxy(t − s)hBy (ey(s))ds

+uAx (t)
]
+

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly|e
A
y (t)|

−

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

(1− τ̇y(t))|bA.B̄xy |ly

×|eAy (t − τy(t))| +
n∑

x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

×

∫ 0

−∞

θxy(−s)|eAy (t)|ds−
n∑

x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

×

∫ 0

−∞

θxy(−s)|eAy (t + s)|ds

≤

n∑
x=1

∑
A

sign(eAx (t))
[
− dxeAx (t)

+

n∑
y=1

∑
B

aA.B̄xy hBy (ey(t))

+

n∑
y=1

∑
B

bA.B̄xy hBy (ey(t − τy(t)))

+

n∑
y=1

∑
B

cA.B̄xy

∫ t

−∞

θxy(t − s)hBy (ey(s))ds

−βxe
A
x (t)− γx sign(e

A
x (t))

]
+

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly|e
A
y (t)|

−

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

(1− µy)|bA.B̄xy |ly

×|eAy (t − τy(t))| +
n∑

x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |lyθ̃xy|e
A
y (t)|

−

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

∫ t

−∞

θxy(t − s)|eAy (s)|ds

= −

n∑
x=1

∑
A

dx |eAx (t)| +
n∑

x=1

∑
A

sign(eAx (t))

×

n∑
y=1

∑
B

aA.B̄xy hBy (ey(t))+
n∑

x=1

∑
A

sign(eAx (t))

×

n∑
y=1

∑
B

bA.B̄xy hBy (ey(t − τy(t)))+
n∑

x=1

∑
A

sign(eAx (t))

×

n∑
y=1

∑
B

cA.B̄xy

∫ t

−∞

θxy(t − s)hBy (ey(s))ds

−

n∑
x=1

∑
A

βx |e
A
x (t)| −

n∑
x=1

∑
A

γx |sign(eAx (t))|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly|e
A
y (t)|

−

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

(1− µy)|bA.B̄xy |ly

×|eAy (t − τy(t))| +
n∑

x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |lyθ̃xy|e
A
y (t)|

−

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

∫ t

−∞

θxy(t − s)|eAy (s)|ds

= −

n∑
x=1

∑
A

dx |eAx (t)| +
n∑

x=1

n∑
y=1

∑
A

∑
B

|aA.B̄xy |ly|e
A
y (t)|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|bA.B̄xy |ly|e
A
y (t − τy(t))|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

∫ t

−∞

θxy(t − s)|ey(s)|ds

−

n∑
x=1

∑
A

βx |e
A
x (t)| −

n∑
x=1

γxλx

+

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly|e
A
y (t)|

−

n∑
x=1

n∑
y=1

∑
A

∑
B

|bA.B̄xy |ly|e
A
y (t − τy(t))|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |lyθ̃xy|e
A
y (t)|

−

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

∫ t

−∞

θxy(t − s)|eAy (s)|ds

where λx = |sign(eAx (t))|. Then, one has

V̇(t) ≤
n∑

x=1

∑
A

−(dx + βx)|eAx (t)|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|aA.B̄xy |ly|e
A
y (t)|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|bA.B̄xy |ly|e
A
y (t − τy(t))|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

∫ t

−∞

θxy(t − s)|ey(s)|ds

−

n∑
x=1

γxλx +

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly|e
A
y (t)|

−

n∑
x=1

n∑
y=1

∑
A

∑
B

|bA.B̄xy |ly|e
A
y (t − τy(t))|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |lyθ̃xy|e
A
y (t)|
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−

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |ly

∫ t

−∞

θxy(t − s)|eAy (s)|ds

=

n∑
x=1

∑
A

−(dx + βx)|eAx (t)|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|aA.B̄xy |ly|e
A
y (t)|

−

n∑
x=1

γxλx +

n∑
x=1

n∑
y=1

∑
A

∑
B

1
1− µy

|bA.B̄xy |ly|e
A
y (t)|

+

n∑
x=1

n∑
y=1

∑
A

∑
B

|cA.B̄xy |lyθ̃xy|e
A
y (t)|

=

n∑
x=1

∑
A

[
− (dx + βx)+

n∑
y=1

∑
B

lx |aA.B̄yx |

+
1

1− µx

n∑
y=1

∑
B

lx |bA.B̄yx |

+

n∑
y=1

∑
B

lx |cA.B̄yx |θ̃yx

]
|eAx (t)| −

n∑
x=1

γxλx . (12)

By applying (9) into (12), one can obtain:

V̇(t) ≤ −
n∑

x=1

γxλx . (13)

When ‖e(t)‖1 = 0, at least one index x ∈ N exists such

that λx = 1. As such, one has
n∑

x=1
λx = 1, and

V̇(t) ≤ −γ < 0. (14)

where γ = min{γx}, x ∈ N . Integrating both sides of (14)
from 0 to t gives

V(t)−V(0) ≤ −γ t. (15)

Consider |eAx (t1)| = 0 at instant t1 ∈ (0,+∞) for x ∈ N ,
one can analyze further with respect to (15). If ‖eAx (t1)‖ >

0 for all t ∈ [0,+∞), then
n∑

x=1
λx = 1, γ < 0 for

all t ∈ [0,+∞). Under this scenario, one can interpret
inequality (15) to have lim

t→t1
V(t) = −∞, which contracts

V(t) ≥ 0. As a result, a nonnegative constant V∗ exists and
t1 ∈ (0,+∞) such as

lim
t→t1
= V∗ and V(t) ≡ V∗, ∀t ≥ t1. (16)

One can subsequently indicate that

‖eA(t1)‖1 = 0 and ‖eA(t1)‖1 ≡ 0, ∀t ≥ t1. (17)

Firstly, one can prove that ‖eA(t1)‖1 = 0; otherwise
‖eA(t1)‖1 > 0. In this respect, there exists a small constant
ε > 0 where ‖eA(t1)‖1 > 0 for all t ∈ [t1, t1 + ε]. Hence,
at least one q0 ∈ N exists such that |eAq0 (t)| > 0 for t ∈
[t1, t1+ ε], resulting in V̇(t) ≤ −γq0 < 0 which holds for all
t ∈ [t1, t1 + ε]. This contradicts (16).

Secondly, one can prove ‖eA(t)‖1 ≡ 0 for t ≥ t1.
In contradiction and without loss of generality, suppose that
there exists at least one q0 ∈ N and t2 > t1 such that
|eAq0 (t2)|1 > 0. Let ts = sup{t ∈ [t1, t2] : ‖eA(t)‖1 = 0},
one can have ts < t2, ‖eA(ts)‖1 = 0 and |eAq0 (t)|1 > 0 for all
t ∈ (ts, t2]. In addition, there exists t3 ∈ (ts, t2] in which
|eAq0 (t)| is increasing in monotonous manner subject to the
interval [ts, t3]. Hence, V(t) also increases in a monotonous
manner subject to [ts, t3], i.e., V̇(t) > 0 for t ∈ (ts, t3].
In addition, based on the explanation in the first part, one
can observe that V̇(t) ≤ −γ < 0 holds for all t ∈ [ts, t3],
resulting in a contradiction outcome. Hence, ‖eA(t)‖1 ≡ 0
for t ≥ t1.
In short, one can see that the conditions in (17) hold.

In view of Definition (1), NN (6) is synchronized with NN (5)
in finite time under controller (8). The proof is completed.
Remark 6: When the impulsive effect is absent, (7) reduces

to:

ėAx (t) = −dxe
A
x (t)+

n∑
y=1

∑
B

aA.B̄xy hBy (ey(t))

+

n∑
y=1

∑
B

bA.B̄xy hBy (ey(t − τy(t)))

+

n∑
y=1

∑
B

cA.B̄xy

∫ t

−∞

θxy(t − s)hBy (ey(s))ds

+uAx (t), t ≥ 0,
eAx (t) = ψ

A
x (t) ∈ C((−∞, 0],R2mn).

(18)

By applying the similar procedure in Theorem (1),
the finite-time synchronization criteria pertaining to (18) can
be obtained, as follows.
Corollary 1: Assume that (A1)-(A3) are valid, given pos-

itive constants βx , γx , x ∈ N, and the impulsive operator
αxk (eA(t

−

k )) satisfies αxk (e
A(t−k )) = 0, and the following

inequality exists

dx + βx −
( n∑
y=1

∑
A

∑
B

lx |aA.B̄yx |

+

n∑
y=1

∑
A

∑
B

1
1− µx

lx |bA.B̄yx |

+

n∑
y=1

∑
A

∑
B

lx |cA.B̄yx |θ̃yx

)
> 0, x ∈ N , (19)

then the model in (18) is fixed-time synchronization under
controller (8).
Remark 7: When cA.B̄xy = 0, model (7) reduces to:

ėAx (t) = −dxe
A
x (t)+

n∑
y=1

∑
B

aA.B̄xy hBy (ey(t))

+

n∑
y=1

∑
B

bA.B̄xy hBy (ey(t − τy(t)))

+uAx (t), t ≥ 0, t 6= tk ,
1eAx (t) = eAx (tk )− eAx (t

−

k ) = αxke
A
x (t
−

k ), t = tk ,
eAx (t) = ψ

A
x (t) ∈ C([−τ, 0],R2mn).

(20)
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By applying the similar procedure in Theorem (1),
the finite-time synchronization criteria pertaining to (20) can
be obtained, as follows.
Corollary 2: Assume that (A1)-(A2) are valid, given pos-

itive constants βx , γx , x ∈ N, and the impulsive operator
αxk (eA(t

−

k )) satisfies αxk (e
A(t−k )) = −ϑxk (e

A(t−k )), x ∈ N,
k = 1, 2, . . .. If |1 − ϑxk | ≤ 1, and the following inequality
exists

dx + βx −
( n∑
y=1

∑
A

∑
B

lx |aA.B̄yx |

+

n∑
y=1

∑
A

∑
B

1
1− µx

lx |bA.B̄yx |
)
> 0, x ∈ N , (21)

then the model in (20) is finite-time synchronization under
controller (8).
Remark 8: Note that the term sign(·) in controller (8) is

discontinuity and it may not be applicable in some practi-
cal cases. Moreover, it can induce chattering phenomenon.
As such, one can modify controller (8) to overcome the chat-
tering issue, as follows

uAx (t) = −βxe
A
x (t)−

γxe
A
x (t)

|eAx (t)| + δx

where βx and γx for x ∈ N are the control gains, while
δx , x ∈ N are sufficiently small positive constants.
Remark 9: The dynamical analysis of Clifford-valued NNs

is challenging because of the non-communicative principle
of multiplication in Clifford numbers. To overcome this issue,
the decomposition method is useful. This is evident in many
existing studies that exploit the decomposition method to
transform Clifford-valued NNs to real-valued NNs [29], [30],
[33], [36], [37].
Remark 10: Clifford-valued NNs offer new capabilities

to undertake problems that the real-valued, complex-
valued, quaternion-valued counterparts fail to solve. Indeed,
the results in [44] and [48] on fixed-time synchronization
of quaternion-valued NNs and finite-time synchronization
of complex-valued NNs, respectively, can be considered as
special cases of the results in this paper.
Remark 11: Recently, various dynamics of Clifford-valued

NNs can be found in the literature, e.g. [28]–[37] that
present global exponential stability of pseudo almost periodic
solution, globally asymptotic almost automorphic synchro-
nization Sp-Almost periodic solutions, and other stability
analysis. Nonetheless, our review reveals limited studies on
finite synchronization of Clifford-valued NNs subject to both
impulse effects and infinite distributed delays, and this work
aims to fill this gap. Comparing with the existing studies,
we contribute new results in this work.

IV. NUMERICAL EXAMPLE
The following example indicates the usefulness of our
results.

Example 1: The two-neuron drive model in (1) withm = 2
and n = 2 is considered, i.e.,

ṙx(t) = −dxrx(t)+
2∑

y=1

axyhy(ry(t))

+

2∑
y=1

bxyhy(ry(t − τy(t)))

+

2∑
y=1

cxy

∫ t

−∞

θxy(t − s)hy(ry(s))ds

+kx , t ≥ 0, t 6= tk ,
1rx(t) = rx(tk )− rx(t

−

k ) = αxkrx(tk ), t = tk ,
rx(t) = ϕx(t) ∈ C((−∞, 0],A), x = 1, 2.

As such, one has the corresponding response model in (2)

ṡx(t) = −dxsx(t)+
2∑

y=1

axyhy(sy(t))

+

2∑
y=1

bxyhy(sy(t − τy(t)))

+

2∑
y=1

cxy

∫ t

−∞

θxy(t − s)hy(sy(s))ds

+kx + ux(t), t ≥ 0, t 6= tk ,
1sx(t) = sx(tk )− sx(t

−

k ) = αxksx(tk ), t = tk ,
sx(t) = φx(t) ∈ C((−∞, 0],A), x = 1, 2.

The multiplication generators are: e21 = e22 = e212 =
e1e2e12 = −1, e1e2 = −e2e1 = e12, e1e12 = −e12e1 =
−e2, e2e12 = −e12e2 = e1, r1 = r01e0+ r11e1+ r21e2+ r121 e12,

r2 = r02e0+ r12e1+ r22e2+ r122 e12, s1 = s01e0+ s11e1+ s21e2+
s121 e12, s2 = s02e0 + s12e1 + s22e2 + s122 e12.
Furthermore, one can take

D =

[
d1 0
0 d2

]
=

[
5 0
0 5

]
,

A =

[
a11 a12
a21 a22

]
=

[
0.5e0 + 0.1e1 0.1e0 + 0.2e2 + 0.6e12

0.5e0 − 0.1e1 + 0.3e2 0.3e0 + 0.1e1 + 0.5e12

]
,

B =

[
b11 b12
b21 b22

]
=

[
0.1e0 + 0.2e1 + 0.5e2 0.3e0 + 0.1e2 + 0.4e12
0.6e0 − 0.2e1 + 0.3e2 0.4e0 + 0.1e12

]
,

C =

[
c11 c12
c21 c22

]
=

[
0.1e0+0.2e2+0.6e12 0.3e0+0.1e1+0.5e12
0.1e0+0.2e1+0.5e2 0.6e0 − 0.2e1+0.3e2

]
,

K =

[
k1
k2

]
=

[
0.1e0 − 0.2e1 + 0.2e2 + 0.1e12
−0.2e0 + 0.2e1 + 0.1e2 + 0.1e12

]
,
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FIGURE 1. Synchronization curves of state variables e0
1(t), e0

2(t) of (7)
under controller (8) without impulsive effects.

FIGURE 2. Synchronization curves of state variables e1
1(t), e1

2(t) of (7)
under controller (8) without impulsive effects.

h1(e1) =
1− e−e

0
1

1+ e−e
0
1

e0 +
1

1+ e−e
1
1
e1

+
1− e−e

2
1

1+ e−e
2
1
e2 +

1

1+ e−e
12
1
e12,

h2(e2) =
1− e−e

0
2

1+ e−e
0
2

e0 +
1

1+ e−e
1
2
e1

+
1− e−e

2
2

1+ e−e
2
2
e2 +

1

1+ e−e
12
2
e12,

in which ex(t) = sx(t)− rx(t) and eAx (t) = sAx (t)− rAx (t), x =
1, 2. For further analysis, the following time-varying delays
are considered: τ1(t) = τ2(t) = 0.6|cos(t)| + 0.4, α1k =
α2k = −0.8, θxy(t) = e−0.5t , x, y = 1, 2. As such, one
can easily obtain τ1 = τ2 = 1, µ1 = µ2 = 0.6 < 1
and θ̃xy = 2, x, y = 1, 2. Assumption (A2) holds for the
activation function with l1 = l2 = 0.5. Select β1 = 2.5,
β2 = 2.6, γ1 = 3.5 and γ2 = 3.8.
Besides, it is easy to obtain d1 = 5, d2 = 5, aA.B̄11 = 0.6,

aA.B̄12 = 0.9, aA.B̄21 = 0.7, aA.B̄22 = 0.9, bA.B̄11 = 0.8, bA.B̄12 =

0.8, bA.B̄21 = 0.7, bA.B̄22 = 0.5, cA.B̄11 = 0.9, cA.B̄12 = 0.9,
cA.B̄21 = 0.8, cA.B̄22 = 0.7. The initial conditions pertain-
ing to the drive-response representations in (1) and (2) are:
ϕ1(t) = −1.5e0 + 1.2e1 + 0.9e2 + 0.5e12 for t ∈ [−1, 0],
ϕ2(t) = 1.6e0 − 3.5e1 + 2.2e2 − 0.9e12 for t ∈ [−1, 0],

FIGURE 3. Synchronization curves of state variables e2
1(t), e2

2(t) of (7)
under controller (8) without impulsive effects.

FIGURE 4. Synchronization curves of state variables e12
1 (t), e12

2 (t) of (7)
under controller (8) without impulsive effects.

FIGURE 5. Synchronization curves of state variables e0
1(t), e0

2(t) of (7)
under controller (8) with impulsive effects.

φ1(t) = 2.5e0 − e1 + 1.5e2 − 1.2e12 for t ∈ [−1, 0], and
φ2(t) = −2.6e0 − 2.6e1 − 2.2e2 + 0.8e12 for t ∈ [−1, 0].
Through some straightforward computation, one can

obtain

d1 + β1 −
( 2∑
y=1

∑
A

∑
B

l1|aA.B̄y1 | +
2∑

y=1

∑
A

∑
B

1
1− µ1

l1

×|bA.B̄y1 | +
2∑

y=1

∑
A

∑
B

l1|cA.B̄y1 |θ̃y1

)
= 3.275 > 0,
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FIGURE 6. Synchronization curves of state variables e1
1(t), e1

2(t) of (7)
under controller (8) with impulsive effects.

FIGURE 7. Synchronization curves of state variables e2
1(t), e2

2(t) of (7)
under controller (8) with impulsive effects.

FIGURE 8. Synchronization curves of state variables e12
1 (t), e12

2 (t) of (7)
under controller (8) with impulsive effects.

d2 + β2 −
( 2∑
y=1

∑
A

∑
B

l2|aA.B̄y2 | +
2∑

y=1

∑
A

∑
B

1
1− µ2

l2

×|bA.B̄y2 | +
2∑
y=1

∑
A

∑
B

l2|cA.B̄y2 |θ̃y2

)
= 3.475 > 0.

All conditions pertaining to Theorem (1) hold. As such,
under controller (8), finite-time synchronization can be
achieved for the drive-response representations in (1) and
(2). The synchronization curves of state variables of (7)
without the impulsive effects are depicted in Figures (1), (2),

(3) and (4) indicates. Meanwhile, synchronization curves
of state variables of (7) with impulsive effects are dis-
played in Figures (5), (6), (7) and (8). From the results in
Figures (1)-(8), NN representations in (1) and (2) are able to
synchronize in finite-time subject to controller (8) based on
the given initial conditions.

V. CONCLUSION
A dynamical analysis on finite-time synchronization of
Clifford-valued NNs subject to impulse effects, infinite dis-
tributed delays and discrete-time-varying delays has been
presented in this paper. The decomposition method has been
adopted to transform Clifford-valued drive and response
model into the corresponding real-valued counterparts. This
is performed to overcome the non-commutativity of mul-
tiplication of Clifford numbers. To analyze the synchro-
nization issue of the error model, a suitable controller has
been designed. The finite-time synchronization criteria of
the resulting real-valued counterparts have been analyzed by
formulating a new LKF candidate and utilizing new com-
putational techniques. To demonstrate the usefulness of the
obtained results, a numerical example has been presented,
along with the simulation results. For further work, the pro-
posed method will be extended to analyze other types of
Clifford-valued NNs subject to different types of time delays
and controllers.
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