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Abstract
This study aims to use the fractional Fourier transform for analyzing various types of
Hyers–Ulam stability pertaining to the linear fractional order differential equation with
Atangana and Baleanu fractional derivative. Specifically, we establish the
Hyers–Ulam–Rassias stability results and examine their existence and uniqueness for
solving nonlinear problems. Simulation examples are presented to validate the results.
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1 Introduction
A fractional order differential equation (FODE) is a generalized form of an integer order
differential equation. The FODE is useful in many areas, e.g., for the depiction of a physical
model of various phenomena in pure and applied science (see [1–4] and the references
therein). The resulting equations offer inconceivable thought for researchers and analysts.

The first definition of the fractional derivative was introduced at the end of nineteenth
century by Liouville and Riemann, but the concept of noninteger derivative and integral
was mentioned already in 1695 by Leibniz and L’Hospital. Actually, FODEs are consid-
ered as an alternative model to integer differential equation. The definition of Riemann–
Liouville derivative was established by Riemann in 1876. Since then many applications of
the fractional derivatives and integrals of this Riemann–Liouville type have been demon-
strated in numerous fields of science and technology. These include studies on controlla-
bility, stokes problem, thermoelasticity, vibration, and diffusion processes, bioengineering
issues, and other complex phenomena (see [5–7]).

A current research topic is focused on understanding the various properties of fractional
derivatives and their effectiveness in certain complex systems. This research direction
hinges on the results reported by numerous researchers on complex systems of nonlocal
elements, i.e., a local operator of ordinary derivative leads to a nonlocal fractional opera-
tor. Along these research lines, it is worthwhile to study fractional-order models in terms
of global optimization. Toward the start of the twentieth century, another definition of
fractional derivative was proposed by Caputo in regard to a Riemann–Liouville fractional
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integral. Caputo and Fabrizio [8] presented another definition of nonlocal derivative with-
out singular kernel, i.e.,

CFDν
aU (t) =

B(ν)
1 – ν

d
dt

∫ t

a
exp

(
–ν

1 – ν
(t – s)ν

)
U (s) ds,

which is valid for 0 < ν < 1, with a normalization function of B(ν) that satisfies B(0) =
B(1) = 1.

Another operator of fractional order with respect to the generalized Mittag-Leffler func-
tion has been proposed [9]. The key point is to evaluate if another kind of fractional opera-
tor having nonsingular kernel can better represent the dynamics of nonlocal phenomena.
We generally assume created definitions of fractional integrals address a similar funda-
mental test per the study in [8]. Specifically, the Mittag-Leffler function, which is a nonlo-
cal and nonsingular kernel, is exploited, i.e.,

ABRDν
aU (t) =

B(ν)
1 – ν

d
dt

∫ t

a
U (s)Eν

(
–ν

1 – ν
(t – s)ν

)
ds

and

ABCDν
aU (t) =

B(ν)
1 – ν

∫ t

a
U ′(s)Eν

(
–ν

1 – ν
(t – s)ν

)
ds

for 0 < ν < 1, whereB(ν) is a normalization function,ABR andABC are the Atangana and
Baleanu fractional derivatives with respect to the Riemann–Liouville and Caputo sense.
Along these lines, we can examine various dynamics of nonlocal complex systems. The
new Atangana and Baleanu AB formulation has been investigated in different mathemat-
ical models, e.g., in heat transfer, chaos theory, and variational problems [10–13].

It is now well accepted that the Mittag-Leffler function is exceptionally helpful in the
area of fractional calculus, serving as an effective method for analytical expression per-
taining to the solution of differential equations with integer or noninteger order. Swedish
mathematician G.M. Mittag-Leffler introduced the Mittag-Leffler function in 1902 [14]
with respect to the generalization of exponential function, and it plays an important role in
fractional calculus. The generalization and properties have been considered and discussed
in [15–17]. From the literature, the complementary role between the Mittag-Leffler non-
singular kernel and classical fractional calculus is well established, offering the capability of
analyzing various properties in nonlocal dynamical systems. In many practical problems,
it is a great challenge to formulate an exact solution for certain differential equation of
a physical model. Powerful numerical or analytical principles with algorithms and meth-
ods that can produce stable outcomes are necessary. In this case, stability analysis is used,
which forms an incredibly obvious part of differential equation. It is important to discuss
the approximate solution and determine whether it lies near the exact solution. In general,
we confirm the stability of a differential equation if, for each solution of a troubled equa-
tion, an approximate solution nearby the exact solution exists. In the literature, there exist
different types of stability, but recently the concept of Hyers–Ulam stability is a central
topic for researchers because it is very important in approximation theory. The historical
background of the Hyers–Ulam stability stems from the nineteenth century. Ulam [18] de-
tailed a class of stability with respect to a functional equation, which was tackled by Hyers
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[19] for an additive function defined on the Banach space. After this result, Rassias gen-
eralized the stability idea [20], which resulted in the Hyers–Ulam–Rassias stability. Fur-
thermore, Obloza [21] studied the Hyers–Ulam stability with respect to linear differential
equation for the first time, and Alsina and Ger [22] later investigated the Hyers–Ulam sta-
bility of differential equation. There are many advantages of Hyers–Ulam type stability in
tackling problems, related to optimization techniques, numerical analysis, control theory,
and many more. Further advances in the Hyers–Ulam stability of differential equation can
be found in [23–33].

The idea of Fourier transform was first suggested by French mathematician Jean Baptiste
Joseph Fourier in 1807. The fractional Fourier transform is a generalization of the ordi-
nary Fourier transform. Every property and application of the common Fourier transform
becomes a special case of the fractional Fourier transform. The fractional Fourier trans-
form was introduced by Wiener [34] as a way to solve certain types of ordinary and partial
differential equations arising in quantum mechanics. Unaware of Wiener’s work, Victor
Namias [35] proposed the fractional Fourier transform also to solve differential equations
in quantum mechanics from classical quadratic Hamiltonian. His results were later refined
by McBride, and Kerr [36] developed an operational calculus for the transform. The frac-
tional Fourier transform can be used to solve ordinary and partial differential equations
as well as fractional and integral equations.

The flow chart of fractional Fourier transform is represented in Fig. 1.
It is well known that the analysis of stability of FODE is more complex than that of

classical differential equations, since fractional derivatives are nonlocal and have weak
kernels. As a result, the development of stability of nonlinear FODE is a bit slow. Recently,
Liu et al. [37] discussed the stability of the following FODE:

(ABCDν
+U (t)

)
– λ

(ABCDα
+U (t)

)
= G(t), t ∈ [0, b],

where 0 < ν,α < 1, and λ ∈R. In addition, the study on existence and uniqueness for solu-
tion to the following nonlinear FODE was conducted:

(ABCDν
+U (t)

)
– λ

(ABCDα
+U (t)

)
= G

(
t,U (t)

)
, t ∈ [0, b],

Figure 1 Flow chart of fractional Fourier transform for solving FODE
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and the stability result was obtained by using the Laplace transform method. In [38], the
stability of FODE with respect to the generalized Caputo–Fabrizio fractional derivative
was discussed. Although, there is some work on the stability of FODE with Mittag-Leffler
kernel, to the best of our knowledge, there are no outcomes on the Ulam stability of FODEs
by using fractional Fourier transform, which may provide a new way for the researchers
to investigate the stability of FODEs from different perspective.

In this paper, we examine the existence of the Hyers–Ulam stability as well as Hyers–
Ulam–Rassias stability of linear FODE

ABRDν
βU (t) = G(t), ∀t ∈ R,

where U (t) is a continuously differential function. We develop the relevant results that
satisfy the condition of Hyers–Ulam stability by using fractional Fourier transform, which
provides a new method to study such problems. Specifically, we analyze the Hyers–Ulam–
Rassias stability of the nonlinear FODE

ABRDν
βU (t) = G

(
t,U (t)

)
, ∀t ∈R,

and use the fixed point theorems of Banach and Schaefer for examining the existence and
uniqueness of the solutions.

In Sect. 2, some definitions, lemmas, and hypotheses are presented. The Hyers–Ulam
stability of linear FODE is introduced in Sect. 3. In Sect. 4, the existence, uniqueness, and
stability of the solutions pertaining to nonlinear FODE are presented. Numerical examples
and conclusions are included in Sects. 5 and 6, respectively.

2 Preliminaries
In this paper, F represents real field R or complex field F. For a function U ∈ S , S is the
space of rapidly decreasing functions on the real axis R. The Fourier transform and inverse
Fourier transform of function U (t) are defined as follows:

Û (ϑ) =
(
FU (t)

)
(ϑ) =

∫ ∞

–∞
U (t)eiϑt dt, ϑ ∈R,

U (t) =
(
F–1Û (ϑ)

)
(t) =

1
2π

∫ ∞

–∞
Û (ϑ)e–iϑt dϑ , t ∈R,

where (t,ϑ) are space and frequency variable, respectively, and the integration paths run
along the real axes t ∈ (–∞,∞) and ϑ ∈ (–∞,∞). The operator Û can be defined on the
spaces Lp(R), 1 ≤ p ≤ 2. The Fourier transform of the function U (t) is defined only when
improper integral converges. It can be used to solve differential equations, ordinary and
partial, as well as fractional and integral equations.

For working with fractional Fourier transform and with fractional differentiation and
integration operators, some other spaces of functions are usually employed. In this paper,
we say in the framework of the Lizorkin space of function (see [39–41]). Its definition is
provided below.

Definition 2.1 Let us denote by V (R) the set of functions v ∈ S satisfying the conditions

dnv
dtn

∣∣∣∣
t=0

= 0, n = 0, 1, 2, 3, . . . .
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The Lizorkin space �(R) ⊂ L1(R) is defined as the Fourier pre-image of the space V (R) in
the space S , i.e.,

�(R) =
{
U ∈ S ;F (U ) ∈ V (R)

}
.

According to the definition of the Lizorkin space, the orthogonality condition is satisfied
by any function U (t) ∈ �(R), i.e.,

∫ ∞

–∞
tnU (t) dt = 0, n = 0, 1, 2, 3, . . . .

It is known that the Lizorkin space �(R) is invariant with respect to the fractional integra-
tion and differentiation operator (this is not the case for the whole space S of the rapidly
decreasing functions because the fractional integrals and derivatives of the functions from
the space S do not always belong to the space S).

Definition 2.2 ([42]) The definition of a fractional Fourier transform (FRFT) of a function
U ∈ �(R) of order ν , (0 < ν ≤ 1) is

Ûν(ϑ) =
(
FνU (t)

)
(ϑ) =

∫ ∞

–∞
U (t)eν(ϑ , t) dt,

where

eν(ϑ , t) =

⎧⎨
⎩

e–i|ϑ |1/ν t; ϑ ≤ 0,

ei|ϑ |1/ν t; ϑ ≥ 0
= ei sign (ϑ)|ϑ |1/ν t ,

sign (ϑ) =

⎧⎨
⎩

–1; ϑ < 0,

1; ϑ ≥ 0.

If ν = 1, the FRFT is concurring with Fourier transform. Function U ∈ �(R) has an inverse
fractional Fourier transform in the form of

U (t) =
1

2πν

∫ ∞

–∞
e–i sign (ϑ)|ϑ |1/ν t|ϑ | 1

ν –1Ûν(ϑ) dϑ ,

for any t ∈R and ν > 0, the relation

F–1F (U ) = U

holds true almost everywhere on R.

Definition 2.3 The function (U1 ∗ U2)(t) =
∫
R
U1(t – τ )U2(τ ) dτ is called the convolution

of both functions U1 and U2 defined on R.

Some properties of FRFT that are closely related to the solution are:
1 If (FνU1(t))(ϑ) = (FνU2(t))(ϑ), then U1(t) = U2(t), ∀t ∈R;
2 F(FνU (t – ξ ))(ϑ) = eν(ϑ , ξ )Û (ϑ);
3 Fν(U1(t) ∗ U2(t))(ϑ) = Fν(U1(t))(ϑ)Fν(U2(t))(ϑ);
4 F–1

ν (U1U2)(t) = F–1
ν (U1)(t) ∗F–1

ν (U2)(t).
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Definition 2.4 ([43]) The definition of the Mittag-Leffler function is

Eν(t) =
∞∑

m=0

tm

�(νm + 1)
, 0 < ν ≤ 1.

The above function with one parameter can be extended to a general function consisting
of two parameters, i.e.,

Eν,β (t) =
∞∑

m=0

tm

�(νm + β)
, 0 < ν,β ≤ 1.

Definition 2.5 ([44]) The definition of the left- and right-hand side Riemann–Liouville
fractional integral with order ν > 0 pertaining to function U (t) is

(RLIν
+U

)
(t) =

1
�ν

∫ t

–∞
(t – s)ν–1U (s) ds (Left RLI) (2.1)

and

(RLIν
–U

)
(t) =

1
�ν

∫ ∞

t
(s – t)ν–1U (s) ds (Right RLI),

where Re(ν) > 0, we have �ν =
∫ ∞

0 e–ttν–1 dt.

Definition 2.6 ([44]) Given function U ∈ �(R), the definition of the Riemann–Liouville
derivative with fractional order ν > 0, m = [ν] + 1 is

Dν
+U (t) =

(
d
dt

)m

Im–ν
+ U (t) (Left RLD),

and

Dν
–U (t) =

(
–

d
dt

)m

Im–ν
– U (t) (Right RLD),

provided that it exists. Here, the integer part of real number ν is denoted by [ν].

Definition 2.7 ([9]) Let 0 < ν < 1, and a function U ∈ �(R). The definition of the left- and
right-hand side of ABR fractional derivative is

ABRDν
+U (t) =

B(ν)
1 – ν

d
dt

∫ t

–∞
U (s)Eν

(
–ν

1 – ν
(t – s)ν

)
ds (Left ABRD)

and

ABRDν
–U (t) =

B(ν)
1 – ν

d
dt

∫ ∞

t
U (s)Eν

(
–ν

1 – ν
(s – t)ν

)
ds (Right ABRD),

where B(ν) is a normalization function. More details on the ABR fractional derivative
can be found in [45, 46].
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Definition 2.8 ([9]) Given 0 < ν < 1 and function U ∈ �(R), the definition of the left and
right AB fractional integral is

ABIν
+U (t) =

1 – ν

B(ν)
U (t) +

ν

B(ν)�(ν)

∫ t

–∞
U (t)(t – s)ν–1 ds (Left ABI)

and

ABIν
–U (t) =

1 – ν

B(ν)
U (t) +

ν

B(ν)�(ν)

∫ ∞

t
U (t)(s – t)ν–1 ds (Right ABI).

Lemma 2.1 (Integration by parts; [47]) For any functions U (t),V(t) ∈ �(R), we have

∫ ∞

–∞
U (t)ABRDν

+V(t) dt =
∫ ∞

–∞
V(t)ABRDν

–U (t) dt,
∫ ∞

–∞
U (t)ABRDν

–V(t) dt =
∫ ∞

–∞
V(t)ABRDν

+U (t) dt.

Theorem 2.1 (Arzela–Ascoli’s theorem; [48])
(1) A family B of continuous functions on I = [a, b] is a uniformly bounded set if there

exists λ > 0 with

‖U‖ = sup
∣∣U (t)

∣∣ < λ, ∀U ∈ B.

(2) B is an equicontinuous set, i.e., for any ε > 0, there exists δ > 0 such that

|t1 – t2| ≤ δ ⇒ ∣∣U (t1) – U (t2)
∣∣ ≤ ε, ∀U ∈ B.

Let {un}n∈N be a family of continuous functions on I = [a, b]. If the sequence is uniformly
bounded and equicontinuous, then there exists a subsequence {un1 (t)}n1∈N that converges
uniformly.

Theorem 2.2 (Banach fixed point theorem; [49]) Let B be a nonempty closed subset of a
Banach space ψ . Then any contraction mapping � from ψ into itself has a unique fixed
point.

Theorem 2.3 (Schaefer’s fixed point theorem; [49]) A Banach space is denoted as ψ , and
a completely continuous mapping is � : ψ → ψ . As such, if

B = {U ∈ ψ |U = θ�U , 0 < θ < 1}

is a bounded set, then there is at least one fixed point on ψ in �.

Lemma 2.2 ([50]) Suppose thatU ∈ �(R) is a continuously differential function, 0 < ν ≤ 1,
and ϑ ∈R/{0}, then

RLIνm+1
+

(
ei sign(ϑ)|ϑ | 1

ν t) = ei sign(ϑ)|ϑ | 1
ν t |ϑ | –(νm+1)

ν e–i sign(ϑ)(1+νm)π/2. (2.2)
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Proof By taking into account the Riemann–Liouville fractional integral equation (2.1), we
get

RLIνm+1
+

(
ei sign(ϑ)|ϑ | 1

ν t) =
1

�(1 + νm)

∫ t

–∞
(t – s)1+νm–1ei sign(ϑ)|ϑ | 1

ν s ds,

using the variables substitution η = t – s, we obtain

RLIνm+1
+

(
ei sign(ϑ)|ϑ | 1

ν t)

=
1

�(1 + νm)
ei sign(ϑ)|ϑ | 1

ν t
∫ ∞

0
ηνme–i sign(ϑ)|ϑ | 1

ν η dη

= ei sign(ϑ)|ϑ | 1
ν t 1

�(1 + νm)

∫ ∞

0
ηνm cos

(|ϑ | 1
ν η

)
dη

– i sign(ϑ)ei sign(ϑ)|ϑ | 1
ν t 1

�(1 + νm)

∫ ∞

0
ηνm sin

(|ϑ | 1
ν η

)
dη. (2.3)

Both the integrals in the above equation can be evaluated from using the integral formula
in [51]:

1
�(1 + νm)

∫ ∞

0
η(νm+1)–1 cos

(|ϑ | 1
ν η

)
dη = |ϑ | –(1+νm)

ν cos
(
(1 + νm)π/2

)
, (2.4)

1
�(1 + νm)

∫ ∞

0
η(νm+1)–1 sin

(|ϑ | 1
ν η

)
dη = sign(ϑ)|ϑ | –(1+νm)

ν sin
(
(1 + νm)π/2

)
. (2.5)

Substituting equation (2.4) and (2.5) in equation (2.3), we get

RLIνm+1
+

(
ei sign(ϑ)|ϑ | 1

ν t) = ei sign(ϑ)|ϑ | 1
ν t |ϑ | –(νm+1)

ν e–i sign(ϑ)(1+νm)π/2. �

Proceeding in a similar way, we prove the next lemma.

Lemma 2.3 ([50]) Suppose thatU ∈ �(R) is a continuously differential function, 0 < ν ≤ 1,
and ϑ ∈R/{0}, then

RLIνm+1
–

(
ei sign(ϑ)|ϑ | 1

ν t) = ei sign(ϑ)|ϑ | 1
ν t |ϑ | –(νm+1)

ν ei sign(ϑ)(1+νm)π/2.

Lemma 2.4 Let 0 < ν ≤ 1 be noninteger, the left-hand side of ABR fractional derivative
ABRDν

+ satisfies the following condition:

ABRDν
+
(
ei signν|ϑ | 1

ν t) =
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m

ei sign(ϑ)|ϑ | 1
ν t |ϑ |–me–i sign(ϑ)(νm)π/2.

Proof

ABRDν
+
(
ei signν|ϑ | 1

ν t)

=
B(ν)
1 – ν

d
dt

∫ t

–∞
ei signν|ϑ | 1

ν sEν

(
–ν

1 – ν
(t – s)ν

)
ds
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=
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m 1
�(mν + 1)

d
dt

∫ t

–∞
ei signν|ϑ | 1

ν t(t – s)mν ds

=
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m d
dt

(RLIνm+1
+

(
ei sign(ϑ)|ϑ | 1

ν t))

=
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m d
dt

(
ei sign(ϑ)|ϑ | 1

ν t |ϑ | –(νm+1)
ν e–i sign(ϑ)(1+νm)π/2)

=
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m

e–i sign(ϑ)(1+νm)π/2|ϑ | –(νm+1)
ν i|ϑ | 1

ν ei sign(ϑ)|ϑ | 1
ν t

=
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m

ei sign(ϑ)|ϑ | 1
ν t |ϑ |–m(

cos(νm)π/2 – i sign(ϑ) sin(νm)π/2
)

=
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m

ei sign(ϑ)|ϑ | 1
ν t |ϑ |–me–i sign(ϑ)(νm)π/2.

This completes the proof. �

The following lemma is derived in a similar way.

Lemma 2.5 Let ν ∈ (0, 1), the right-hand side of ABR fractional derivative pertaining to
function U (t) is formulated as follows:

ABRDν
–
(
ei signν|ϑ | 1

ν t) =
B(ν)
1 – ν

∞∑
m=0

(–1)m+1
(

ν

1 – ν

)m

ei sign(ϑ)|ϑ | 1
ν t |ϑ |–mei sign(ϑ)(νm)π/2.

Some new operational relations are presented next. They are derived for a general frac-
tional derivative operator Dν

β , which contains both the left- and right-hand side pertaining
to the ABR fractional derivatives:

(
Dν

βU
)
(t) = (1 – β)

(
Dν

+U
)
(t) – β

(
Dν

–U
)
(t), 0 < ν ≤ 1,β ∈R. (2.6)

Theorem 2.4 Given 0 < ν ≤ 1 and a mapping U ∈ �(R), the fractional Fourier transform
of fractional operator in equation (2.6) is expressed in the following form:

Fν

(ABRDν
βU (t)

)
(ϑ) =

∞∑
m=0

Hν(ϑ)|ϑ |–m(
FνU (t)

)
(ϑ),

where Hν(ϑ) is given by

Hν(ϑ) =
B(ν)
1 – ν

(
–ν

1 – ν

)m(
– cos(νmπ/2) + i sign(ϑ)(1 – 2β) sin(νmπ/2)

)
.

Proof If ϑ = 0, we have Fν(ABRDν
βU )(0) = 0 for any U that belongs to �(R).

For ϑ 
= 0,

Fν

(ABRDν
βU (t)

)
(ϑ)

=
∫ ∞

–∞
ei sign(ϑ)|ϑ | 1

ν t(ABRDν
βU (t)

)
dt
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= (1 – β)
∫ ∞

–∞
ei sign(ϑ)|ϑ | 1

ν t(ABRDν
+U (t)

)
dt – β

∫ ∞

–∞
ei sign(ϑ)|ϑ | 1

ν t(ABRDν
–U (t)

)
dt

= (1 – β)
∫ ∞

–∞

(ABRDν
–ei signϑ |ϑ | 1

ν t)U (t) dt – β

∫ ∞

–∞

(ABRDν
+ei signϑ |ϑ | 1

ν t)U (t) dt

= (β – 1)
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m

|ϑ |–me–i sign(ϑ)νmπ/2
∫ ∞

–∞
ei signϑ |ϑ | 1

ν tU (t) dt

– (β)
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m

|ϑ |–mei sign(ϑ)νmπ/2
∫ ∞

–∞
ei signϑ |ϑ | 1

ν tU (t) dt

= –
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m

|ϑ |–m cos(νmπ/2)Fν

(
U (t)

)

+ i(1 – 2β) sign(ϑ)
B(ν)
1 – ν

∞∑
m=0

(
–ν

1 – ν

)m

|ϑ |–m sin(νmπ/2)Fν

(
U (t)

)

=
∞∑

m=0

Hν(ϑ)|ϑ |–mFν

(
U (t)

)
(ϑ), (2.7)

where Hν(ϑ) = B(ν)
1–ν

( –ν
1–ν

)m(– cos(νmπ/2) + i(1 – 2β) sign(ϑ) sin(νmπ/2)). �

Remark 2.1 Let us takeHν1 (ϑ) = B(ν)
1–ν

( –ν
1–ν

)m(– cos(νmπ/2)–i(1–2β) sin(νmπ/2)) for ϑ < 0
and Hν2 (ϑ) = B(ν)

1–ν
( –ν

1–ν
)m(– cos(νmπ/2) + i(1 – 2β) sin(νmπ/2)) for ϑ ≥ 0.

Definition 2.9 FODE

(ABRDν
βU

)
(t) = G(t), ∀t ∈R, (2.8)

is stable in the Hyers–Ulam sense if there exists a continuously differentiable mapping
U : R→ F that is able to satisfy the following inequality:

∣∣(ABRDν
βU (t)

)
– G(t)

∣∣ ≤ ε, ∀t ∈R, (2.9)

there exists a solution U : R→ F of differential equation (2.8) with

∣∣U (t) – Uν(t)
∣∣ ≤ Kε, ∀t ∈R,

where ε > 0 and K > 0 is Hyers–Ulam stability(HUS) constant.

Definition 2.10 FODE (2.8) is stable in the generalized Hyers–Ulam sense if there exists a
continuously differentiable mapping φ : R →R in a way that given any solution U : R → F

that is able to satisfy inequality (2.9), a solutionUν : R → F of the considered equation (2.8)
is available, in which

∣∣U (t) – Uν(t)
∣∣ ≤ φ(ε), ∀t ∈R.

Definition 2.11 FODE (2.8) is stable in the Hyers–Ulam–Rassias sense subject to φ : R →
R if there exists Kφ ∈ R, in a way that given any ε > 0 and any solution U : R → F that is
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able to satisfy the following inequality:

∣∣(ABRDν
βU

)
(t) – G(t)

∣∣ ≤ εφ(t), ∀t ∈R,

a unique solution Uν : R → F with respect to considered problem (2.8) exists, in which

∣∣U (t) – Uν(t)
∣∣ ≤ Kφεφ(t), ∀t ∈R.

Definition 2.12 Fractional differential equation (2.8) is stable in the generalized Hyers–
Ulam–Rassias sense subject to φ : R → R if there exists Kφ ∈ R, in such a way that given
any solution U : R→ F that is able to satisfy the following inequality:

∣∣(ABRDν
βU

)
(t) – G(t)

∣∣ ≤ φ(t), ∀t ∈R,

a unique solution Uν : R → F of differential equation (2.8) exists, in which

∣∣U (t) – Uν(t)
∣∣ ≤ Kφφ(t), ∀t ∈ R.

3 Analysis of the Hyers–Ulam stability for linear equations
The results related to Hyers–Ulam stability of FODE are derived by using the fractional
Fourier transform as follows:

(ABRDν
βU

)
(t) = G(t), t ∈R. (3.1)

Theorem 3.1 Suppose that 0 < ν ≤ 1 and a given real continuous function in �(R) is de-
noted by G(t). Suppose that a function U : R → F that is able to satisfy the following in-
equality:

∣∣(ABRDν
βU

)
(t) – G(t)

∣∣ ≤ ε (3.2)

for all t ∈R and for some ε > 0, a solution Uν : R → F of FODE (3.1) exists, in which

∣∣U (t) – Uν(t)
∣∣ ≤ Kε.

Proof A function Y1 : R → F is defined in which

Y1(t) =
(ABRDν

βU
)
(t) – G(t). (3.3)

Suppose that G(t) is a continuously differentiable function satisfying inequality (3.2), then
|Y1(t)| ≤ ε for each ε > 0. By imposing the fractional Fourier transform operator Fν onto
both sides of equation (3.3), we have

Fν

(
Y1(t)

)
(ϑ) = Fν

((ABRDν
βU (t)

)
(ϑ)

)
– Fν

(
G(t)

)
(ϑ)

=
∞∑

m=0

Hν(ϑ)|ϑ |–mFν

(
U (t)

)
(ϑ) – Fν

(
G(t)

)
(ϑ),
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Fν

(
U (t)

)
(ϑ) =

1∑∞
m=0 Hν(ϑ)|ϑ |–m

(
FνG(t)

)
(ϑ)

+
1∑∞

m=0 Hν(ϑ)|ϑ |–m Fν

(
Y1(t)

)
(ϑ). (3.4)

Set

Uν(t) =
1

2π

∞∑
m=0

�(1 + νm)
∫ ∞

–∞

(
H1 cos(νmπ/2) + iH2 sign(t – τ )

× sin(νmπ/2)
)

sign(t – τ )|t – τ |–1–νmG(τ ) dτ , (3.5)

where H1 = –i
Hν1

+ i
Hν2

and H2 = i
Hν1

+ i
Hν2

. By the definition of convolution, we have

Uν(t) =
1

2π

∞∑
m=0

sign(t)|t|–1–νm�(1 + νm)
(
H1 cos(νmπ/2) + i sign(t)H2 sin(νmπ/2)

)

∗ G(t)

=
1

2π

( ∞∑
m=0

1
Hν1

∫ ∞

0
eiξ tξ (1+νm)–1 dξ +

∞∑
m=0

1
Hν2

∫ ∞

0
e–iξ tξ (1+νm)–1 dξ

)
∗ G(t)

=
1

2π

( ∞∑
m=0

1
Hν1

∫ ∞

0
eiξ tξ (1+νm)–νξ ν–1 dξ +

∞∑
m=0

1
Hν2

∫ ∞

0
e–iξ tξ (1+νm)–νξ ν–1 dξ

)

∗ G(t).

By using substitution ξν = |ϑ |, ξ = |ϑ | 1
ν and dϑ = νξν–1 dξ ,

Uν(t) =
1

2πν

( ∞∑
m=0

1
Hν1

∫ 0

–∞
ei(–ϑ)

1
ν t(–ϑ)

1
ν +m–1 dϑ

+
∞∑

m=0

1
Hν2

∫ ∞

0
ei(ϑ)

1
ν t(ϑ)

1
ν +m–1 dϑ

)
∗ G(t)

=
1

2πν

(∫ ∞

–∞

∞∑
m=0

(
1

Hν(ϑ)|ϑ |–m

)
e–i sign(ϑ)|ϑ | 1

ν t|ϑ | 1
ν –1 dϑ

)
∗ G(t)

= F–1
ν

(
1∑∞

m=0 Hν(ϑ)|ϑ |–m

)
∗ G(t),

(
FνUν(t)

)
(ϑ) =

1∑∞
m=0 Hν(ϑ)|ϑ |–m

(
FνG(t)

)
(ϑ). (3.6)

By equations (2.7), (3.6) and simple computation, we obtain

Fν

(ABRDν
βUν(t)

)
(ϑ) =

∞∑
m=0

Hν(ϑ)|ϑ |–m(FνUν)(ϑ)

=
∞∑

m=0

Hν(ϑ)|ϑ |–m 1∑∞
m=0 Hν(ϑ)|ϑ |–m (FνG)(ϑ),

Fν

(ABRDν
βUν(t)

)
(ϑ) =

(
FνU (t)

)
(ϑ).
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SinceFν is one-to-one, it follows that ABRDν
βUν(t) = G(t), soUν(t) is a solution of equation

(3.1). In view of equations (3.4) and (3.6), we obtain

(
FνU (t)

)
(ϑ) –

(
FνUν(t)

)
(ϑ) =

1∑∞
m=0 Hν(ϑ)|ϑ |–m Fν

(
Y1(t)

)
(ϑ).

By the convolution property of Fourier transform, we get

U (t) – Uν(t) = F–1
ν

(
1∑∞

m=0 Hν(ϑ)|ϑ |–m

)
∗Y1(t)

=
1

2πν

(∫ ∞

–∞
1∑∞

m=0 Hν(ϑ)|ϑ |–m e–i sign (ϑ)|ϑ | 1
ν t|ϑ | 1

ν –1 dϑ

)
∗Y1(t)

=
1

2πν

∞∑
m=0

1
Hν1

∫ 0

–∞
(–ϑ)mei(–ϑ)

1
ν t(–ϑ)

1
ν –1 dϑ ∗Y1(t)

+
1

2πν

∞∑
m=0

1
Hν2

∫ ∞

0
(ϑ)mei(ϑ)

1
ν t(ϑ)

1
ν –1 dϑ ∗Y1(t)

=
1

2π

( ∞∑
m=0

1
Hν1

∫ ∞

0
e–iξ tξνm dz +

∞∑
m=0

1
Hν2

∫ ∞

0
eiξ tξνm dξ

)
∗Y1(t)

=
1

2π

∞∑
m=0

�(1 + νm) sign(t)|t|–1–νm
(

1
Hν1

(
–i cos(νmπ/2) – sign(t)

× sin(νmπ/2)
)

+
1

Hν2

(
i cos(νmπ/2) – sign(t) sin(νmπ/2)

)) ∗Y1(t)

=
1

2π

∞∑
m=0

�(1 + νm)
∫
R

(
H1 cos(νmπ/2)

+ i sign(t – τ )H2 sin(νmπ/2)
)

sign(t – τ )|t – τ |–1–νmY1(t). (3.7)

Now, by imposing modulus on both sides of equation (3.7), we obtain

∣∣U (t) – Uν(t)
∣∣ ≤ C

∣∣∣∣
∫
R

(t – τ )–1–νmY1(τ ) dτ

∣∣∣∣,
∣∣U (t) – Uν(t)

∣∣ ≤ Cε

∫
R

(t – τ )–1–νm dτ ,

∣∣U (t) – Uν(t)
∣∣ ≤ Kε,

where C = |H1 cos(νmπ/2) + i sign(t – τ )H2 sin(νmπ/2)| ∈ R [52] and K = C
∫
R

(t –
τ )–1–νm dτ for any values of t. Hence FODE (3.1) is stable in the sense of Hyers–Ulam.
The proof is completed. �

Remark 3.1 Putting φ(ε) = Kε yields that FODE (3.1) is stable in the generalized Hyers–
Ulam sense.

FODE (3.1) is stable in the Hyers–Ulam–Rassias sense can be examined in a similar
manner.
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Corollary 3.1 Suppose 0 < ν ≤ 1 and a real continuous function on R is denoted by G(t).
A continuous function φ(t) exists, in which U : R→ F is a continuously differentiable func-
tion that is able to satisfy the following inequality:

∣∣(ABRDν
βU

)
(t) – G(t)

∣∣ ≤ εφ(t)

for all t ∈R. As a result, solution Uν : R → F with respect to FODE (3.1) exists, in which

∣∣U (t) – Uν(t)
∣∣ ≤ Kεφ(t), ∀t ∈R. (3.8)

Remark 3.2 If we put ε = 1 in inequality (3.8), then by definition the considered problem
is stable in the generalized Hyers–Ulam–Rassias sense.

4 Analysis of the existence and stability results for nonlinear equation
The existence and Hyers–Ulam–Rassias stability with respect to nonlinear FODE is ana-
lyzed as follows:

ABRDν
βU (t) = G

(
t,U (t)

)
, ∀t ∈R. (4.1)

The following hypotheses are introduced:
1 [D1] U : [–T , T]XR→ F is continuous;
2 [D2] For t ∈ [–T , T], there exists a constant 0 < L < 1 such that

∣∣G(t,U1) – G(t,U2)
∣∣ ≤ L|U1 – U2|, ∀U1,U2 ∈R;

3 [D3] There exists a constant LU > 0 such that

∣∣G(t,U )
∣∣ ≤ LU

(
1 + |U |), ∀U ∈R.

Suppose that the space ψ = C(R,F) has the following defined norm:

‖U‖ = sup
{∣∣U (t)

∣∣ : t ∈R
}

.

Theorem 4.1 Suppose that hypotheses [D1] and [D2] hold. If LC (2T)–νm

νm < 1, then equation
(4.1) has a unique solution in ψ .

Proof Define an operator � : ψ → ψ as follows:

(�U )(t) =
1

2π

∞∑
m=0

�(1 + νm)
∫ t

–t

(
H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)

)

× |t – τ |–1–νmG
(
τ ,U (τ )

)
dτ (4.2)

for any t ∈ [–T , T]. Due to � being well defined, suppose U1,U2 ∈ ψ and given t ∈ [–T , T],
we have

∣∣(�U1)(t) – (�U2)(t)
∣∣ ≤

∫ t

–t

∣∣(H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)
)∣∣
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× |t – τ |–1–νm∣∣G(
τ ,U1(τ )

)
– G

(
τ ,U2(τ )

)∣∣dτ

≤ LC
∫ t

–t
|t – τ |–1–νm|U1 – U2|dτ

≤ LC
(2T)–νm

νm
‖U1 – U2‖,

where C = |H1 cos(νmπ/2) + i sign(t – τ )H2 sin(νmπ/2)| ∈ R [52]. From the condition
LC (2T)–νm

νm < 1, � takes the form of a contraction mapping. As a result, in accordance with
the Banach contraction principle, � has a unique fixed point that forms a unique solution
of FODE (4.1). �

Theorem 4.2 Operator � is compact based on hypotheses [D1]–[D3].

Proof Consider the definition in equation (4.2) for the operator �. The proof is divided
into several steps.

Step (1): � is continuous
Suppose that Un such that Un → U in ψ . As such, given all t ∈ [–T , T], we have

∣∣(�Un)(t) – (�U )(t)
∣∣ ≤ C

∫ t

–t
|t – τ |–1–νm∣∣G(

τ ,Un(τ )
)

– G
(
τ ,U (τ )

)∣∣dτ .

Based on [D2], we can have

∣∣G(t,Un) – G(t,U )
∣∣ ≤ L|Un – U |.

As such, we obtain

∣∣(�Un)(t) – (�U )(t)
∣∣ ≤ LC

∫ t

–t
|t – τ |–1–νm|Un – U |dτ

≤ LC
(2T)–νm

νm
|Un – U |.

As we assume Un → U as n → ∞ for every t ∈ [–T , T], the following can be obtained in
accordance with the Lebesgue dominated convergence theorem [53]:

∣∣(�Un)(t) – (�U )(t)
∣∣ → 0 as n → ∞,

hence

∥∥(�Un)(t) – (�U )(t)
∥∥ → 0 as n → ∞.

This shows that � is continuous.
Step (2): We establish that � maps a bounded set in ψ . For this we just need to prove

that, for any κ∗ > 0, there exists ρ > 0, in which for any

U ∈ E∗ =
{
U ∈ ψ : ‖U‖ ≤ κ∗},
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we have

∥∥�(U )
∥∥ ≤ ρ.

In fact, for any t ∈ [–T , T], from equation (4.2), we have

∣∣(�U (t)
)∣∣ =

1
2π

∞∑
m=0

�(1 + νm)
∫ t

–t

∣∣(H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)
)∣∣

× sign(t – τ )|t – τ |–1–νm∣∣G(
τ ,U (τ )

)∣∣dτ ,

where G ∈ ψ . Based on [D3], we have

∣∣(�U (t)
)∣∣ ≤ C

∫ t

–t
|t – τ |–1–νm∣∣G(

τ ,H(τ )
)∣∣dτ

≤ CLU (1 + ρ)
∫ t

–t
|t – τ |–1–νm dτ .

As a result, we have

∣∣(�U (t)
)∣∣ ≤ CLU (1 + ρ)

(2T)–νm

νm
= K .

Hence �(E∗) is bounded.
Step (3): We prove that the operator � is equicontinuous in ψ . Suppose t1, t2 ∈ [–T , T]

with 0 ≤ t1 ≤ t2 ≤ T , as E∗ is a bounded set in ψ , and assume U ∈ E∗. As such,

∣∣(�U (t1)
)

–
(
�U (t2)

)∣∣

=
1

2π

∞∑
m=0

�(1 + νm)

×
∫ t1

–t1

∣∣(H1 cos(νmπ/2) + iH2 sign(t1 – τ ) sin(νmπ/2)
)∣∣|t1 – τ |–1–νm

× ∣∣G(
τ ,U (τ )

)∣∣dτ –
1

2π

∞∑
m=0

�(1 + νm)

×
∫ t2

–t2

∣∣(H1 cos(νmπ/2) – iH2 sign(t2 – τ ) sin(νmπ/2)
)∣∣

× |t2 – τ |–1–νm∣∣G(
τ ,U (τ )

)∣∣dτ .

Based on [D3], we have

∣∣(�U (t1)
)

–
(
�U (t2)

)∣∣

≤
∞∑

m=0

�(1 + νm)
2π

CLU (1 + ρ)
(∫ t1

–t1

(|t1 – τ |–1–νm – |t2 – τ |–1–νm)
dτ

+
∫ –t1

–t2

|t2 – τ |–1–νm dτ +
∫ t2

t1

|t2 – τ |–1–νm dτ

)
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× ∣∣(�U (t1)
)

–
(
�U (t2)

)∣∣

≤
∞∑

m=0

�(1 + νm)
2π

CLU (1 + ρ)

×
(

–
(2t1)–νm

νm
–

(2t2)–νm

νm
–

2(t2 – t1)–νm

νm
+

2(t1 + t2)–νm

νm

)
.

Note that as t1 → t2, the right-hand side of the above inequality approximates zero,
therefore � is equicontinuous. Based on steps (1) to (3), it is concluded that � is com-
pletely continuous. As such, operator � is compact in accordance with the Arzela–Ascoli
theorem. �

Next, we show the existence of solutions for equation (4.1) via Schaefer’s fixed point
theorem.

Theorem 4.3 Suppose that hypothesis [D3] holds. If C < 1, then FODE (4.1) has at least
one solution in ψ .

Proof Now, a set B ⊂ ψ is considered. Its definition is in the form

B = {U ∈ ψ : U = η�U , 0 < η < 1}.

Let U ∈ B, in which

U (t) = η�U (t), η ∈ (0, 1).

As a result, given any t ∈ [–T , T], we obtain

U (t) = η
1

2π

∞∑
m=0

�(1 + νm)
∫ t

–t

(
H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)

)

× sign(t – τ )|t – τ |–1–νmG
(
τ ,U (τ )

)
dτ .

By taking maximum on both sides, we have

∣∣U (t)
∣∣ ≤ C

∫ t

–t
|t – τ |–1–νm∣∣G(

τ ,U (τ )
)∣∣dτ ,

∥∥U (t)
∥∥ ≤ CLU

∫ t

–t
|t – τ |–1–νm∣∣1 + U (τ )

∣∣dτ ,

∥∥U (t)
∥∥ ≤ CLU

∫ t

–t
|t – τ |–1–νm dτ + CLU

∫ t

–t
|t – τ |–1–νm∣∣U (τ )

∣∣dτ ,

∥∥U (t)
∥∥ ≤ CLU

(2T)–νm

νm
+ CLU

(2T)–νm

νm
∥∥U (t)

∥∥. (4.3)

For simplicity, let

N = CLU
(2T)–νm

νm
.
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So, (4.3) becomes

∥∥U (t)
∥∥ ≤ N + N

∥∥U (t)
∥∥
C ,

∥∥U (t)
∥∥ ≤ N

1 – N
.

As such, B is bounded. According to Theorems 2.2 and 4.2, the operator � has at least
one fixed point. Therefore, FODE (4.1) has at least one solution in ψ . �

The following inequality is used for further analysis:

∣∣(ABRDν
βU

)
(t) – G

(
t,U (t)

)∣∣ ≤ G(t). (4.4)

We examine the generalized Hyers–Ulam stability through the following condition. [D4]:
Suppose that G ∈ ψ is a function and there exists Kλ > 0 such that

∫ t

–t

(
H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)

)
sign(t – τ )|t – τ |–1–νmG(τ ) dτ

≤ KλG(t).

Theorem 4.4 Suppose that hypotheses [D1], [D2], and [D4] hold. If (2T)–νm

νm < 1, then equa-
tion (4.1) is stable in the sense of Hyers–Ulam–Rassias with respect to G.

Proof A unique solution with respect to FODE (4.1) exists, i.e.,

Q(t) =
1

2π

∞∑
m=0

�(1 + νm)
∫ t

–t

(
H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)

)

× sign(t – τ )|t – τ |–1–νmG
(
τ ,Q(τ )

)
dτ . (4.5)

Integrating inequality (4.4) from –t to t and using [D4], we obtain

∣∣∣∣∣U (t) –
1

2π

∞∑
m=0

�(1 + νm)
∫ t

–t

(
H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)

)

× |t – τ |–1–νmG
(
τ ,H(τ )

)
dτ

∣∣∣∣∣

≤ 1
2π

∞∑
m=0

�(1 + νm)
∫ t

–t

(
H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)

)

× |t – τ |–1–νmG(τ ) dτ

≤ 1
2π

∞∑
m=0

�(1 + νm)KλG(t).

Thus,

U (t) – Q(t) = U (t) –
1

2π

∞∑
m=0

�(1 + νm)
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×
∫ t

–t

(
H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)

)

× |t – τ |–1–νmG
(
τ ,Q(τ )

)
dτ .

By taking modulus on both sides, we have

∣∣U (t) – Q(t)
∣∣

≤
∣∣∣∣∣U (t) –

1
2π

∞∑
m=0

�(1 + νm)
∫ t

–t

(
H1 cos(νmπ/2) + iH2 sign(t – τ ) sin(νmπ/2)

)

× |t – τ |–1–νmG
(
τ ,U (τ )

)
dτ

∣∣∣∣∣

+

∣∣∣∣∣
1

2π

∞∑
m=0

�(1 + νm)
∫ t

–t

(
H1 cos(νmπ/2) – iH2 sign(t – τ ) sin(νmπ/2)

)

× |t – τ |–1–νmG
(
τ ,U (τ )

)
– G

(
τ ,Q(τ )

)
dτ

∣∣∣∣∣

≤ 1
2π

∞∑
m=0

�(1 + νm)KλG(t) +
LC
2π

∞∑
m=0

�(1 + νm)
∫ t

–t
|t – τ |–1–νm∣∣F (τ ) – Q(τ )

∣∣dτ .

By Grownwall’s inequality, we obtain

∣∣U (t) – Q(t)
∣∣ ≤ W ∗G(t),

where W ∗ = ( Kλ

2π

∑∞
m=0 �(1 + νm)) exp( LC

2π

∑∞
m=0 �(1 + νm)

∫ t
–t |t – τ |–1–νm dτ ).

Therefore, equation (4.1) is stable in the sense of Hyers–Ulam–Rassias with respect to
G on (–t, t). �

5 Result
Example 5.1 Consider the following:

ABRD
1
2
0 U (t) =

e–2t

5
, t ∈ (0, 3) (5.1)

with ν = 1
2 , β = 0, G(t) = e–2t

5 .
Note that a function U1(t) = et satisfies

∣∣∣∣ABRD
1
2
0 et –

e–2t

5

∣∣∣∣ ≤ 1
5

= ε.

From equation (3.5), we obtain that the exact solution of equation (5.1) is

Uν(t) =
1
π

∞∑
m=0

�

(
1 +

1
2

m
)∫ 3

0
(t – τ )–1– 1

2 m e–2τ

5
dτ .
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By Theorem 3.1, problem (5.1) has a solution and it is stable in the Hyers–Ulam sense with

∣∣U1(t) – Uν(t)
∣∣ ≤ 1

2π

∞∑
m=0

�

(
1 +

1
2

m
)∣∣∣∣

∫ 3

0
(t – τ )–1– 1

2 mY1(τ ) dτ

∣∣∣∣

≤ 1
10π

∞∑
m=0

�

(
1 +

1
2

m
)∣∣∣∣

∫ 3

0
(t – τ )–1– 1

2 m dτ

∣∣∣∣

≤ 1
10π

∞∑
m=0

�

(
1 +

1
2

m
)(

3– m
2

m
2

)
,

∣∣U1(t) – Uν(t)
∣∣ ≤ Kε,

where K = 1
2π

∑∞
m=0 �(1 + 1

2 m)( 3– m
2

m
2

). As such, our result can be applied to equation (5.1).

6 Conclusion
In this paper, the analysis of the results with respect to the fractional Fourier transform
method is very efficient for solving linear and nonlinear FODE with Atangana and Baleanu
fractional derivative in �(R). Different types of stability pertaining to such equations us-
ing fractional Fourier transform are established. We have effectively examined the exis-
tence and uniqueness solution of nonlinear FODE by using the Arzela–Ascoli theorem,
Schaefer’s fixed point theorem, as well as the Banach contraction principle. An illustrative
example that demonstrates the applicability of the results has been included.
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