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ABSTRACT In this paper, we focus on the global stability analysis with respect to dynamical delayed
neural network (NN) models that contain parameter uncertainties. Many investigations on the sufficient
conditions utilizing different upper bounds for the norm of interconnection matrices pertaining to the global
asymptotic robust stability of delayed NN models have been conducted. In this study, a new upper bound of
the norm of connection weight matrices is derived for the delayed NN models under parameter uncertainties.
The key focus is on how the new upper bound is able to yield minimum result with respects to some of the
existing upper bounds. We demonstrate that the new upper bound can lead to some new sufficient conditions
with respect to the global asymptotic robust stability of equilibrium point of the delayed NN models. The
slope bounded activation functions and Lyapunov-Krasovskii functionals are employed for formulating
the sufficient conditions of the NN equilibrium point. Moreover, the derived sufficient conditions are
independent on the time delay parameter. Numerical examples are provided, and the outcomes obtained
are compared with those of the existing results subject to different network parameters.

INDEX TERMS Dynamical delayed neural networks, slope bounded activation function, interval matrices,
parameter uncertainties, global robust stability.

. INTRODUCTION

N recent years, the role of neural networks (NNs) has

been significantly developed due to their successful appli-
cations to different areas. Indeed, many different types of NN
models, e.g. Hopfield, Cohen-Grossberg, Bidirectional Asso-
ciative, and cellular NN models, have been utilized to solve
various engineering problems pertaining to combinatorial op-
timization, pattern recognition, image and signal processing,
etc. Amazon, Epinions, Facebook and Twitter are running

neurons, and signal transmission delays. Nevertheless, it is
possible to examine the range of network parameters even
in the presence of incomplete information. In this regard, by
using the interval theory of NN connection weight matrices,
we can identify the upper bounds with respect to the norm
of interval matrices. Recently, a number of studies on the
derivation of the upper bounds of the norm of connection
weight matrices have been conducted [5]-[10]. Specifically,
the sufficient conditions pertaining to the NN global robust

in the field of data science and network science systems
in [1]-[4]. However, a common challenge of NN hardware
design and implementation is that it is difficult to determine
appropriate and accurate network parameters. The issue of
parameter fluctuation of NN implementation on VLSI chips
is also unavoidable. The NN design process includes nu-
merous estimation errors in the measurement of important
data such as synaptic interconnection weights, fire rates of
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stability have been derived.

As reported in the literature, different kinds of NN stability
analysis, such as global asymptotically robust stable (GARS),
exponential stability and complete stability with time de-
lays have been examined. [7]-[14]. The Lyapunov stability
theory, linear matrix inequalities, non-smooth analysis, M-
matrix theory have been used in the stability analysis of
delayed NN models. In this respect, the stability properties
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of equilibrium point play a vital role in dynamical delayed
NN models. In other words, it is important to examine and
understand the global asymptotic robust stability of dynam-
ical delayed NN models under parameter uncertainties, as
reported in [15]-[28]. It is well-known that a delayed NN
model usually includes a delay parameter in the state of a
neuron. However, it is very interesting to add a delay to the
neuron state and study the effects. Many different types of
time delays can be used, e.g. constant time delay, discrete
time delay, distributed time delay, neutral time delay, leakage
time delay etc. In this paper, we concentrate on constant time
delay NN models. We cover mathematical modelling of NN
dynamics with time delays, in which the results have a wide
range of practical engineering problems [29]-[32].

Motivated by the above account, we specifically examine
the global robust stability of dynamical time-delayed NN
models in this study. While several upper bounds with respect
to the connection weight matrices of dynamical delayed NNs
have been derived, we aim to obtain a new upper bound for
the connection weight matrices of this class of NN models.
Our study is significant because different upper bounds play
a major role in the determination of the sufficient conditions
pertaining to the global robust stability of dynamical delayed
NN models. Through this new upper bound, we are able
to formulate the sufficient conditions with respect to the
global asymptotic robust stability of delayed NN models.
In our analysis, the activation functions are considered as
unbounded, but as slope bounded functions.

This paper is organized in the following manner. The
dynamical time-delayed NN model with interval technique of
network parameters is described. For the norm of connection
weight matrices, we derive a new upper bound in section II.
Also we give some new sufficient conditions with respect to
the global asymptotic stability using the new upper bound in
section III. We also restate some existing sufficient conditions
with respect to the stability of NN models in section IV. A
comparative study of numerical examples to illustrate the
effectiveness of our results over previously published results
of delayed NN models is presented in section V. Conclusions
are given in section VI.

A. NOTATIONS:

We utilize the following notations for the norm of vec-
tors and matrices. Let w = (wy,ws, - ,w,)T € R™
The most common vector norms are used, i.e., | w |1
I w |l2,]] w |leo have the corresponding definitions of

Iw h= Y | ow | w o= /3 w} and

| w |loo= maxi<i<n | w; |. Suppose B = (74j)nxn.
the following are the definitions of || R ||1,]] R |2 and
IR loc. | B 1= maxicjcn 30, | i |, || R |lo=
Amaz(RTR)V? and || R [loo= maxi<icn Y5y | 745 |
For any vector w = (wy,ws, -+ ,wy,)’, | w | defined
as | w |= (| wi |,| we |,-..,] w, [)T. For any

matrix R = (r;j)nxn With real entries | R | is defined as
| R |= (] 7ij |)nxn-Inaddition, given matrix R, its minimum
and maximum eigenvalues are denoted by A, (R) and

2

Amaz (R), respectively. A positive definite (or semi-definite)
symmetric matrix of R = (7 )nxn exists if wlRw > 0(>
0), for any real vector w = (wy,wa, -+ ,w,)". Given two
positive definite matrices H = (hi;)nxn and R = (7ij)nxn,
H < R indicates w" Hw < w” Rw for any real vector
w = (wi,wy, - ,wy)T.

Il. PRELIMINARIES
The considered dynamical time delayed NN model is repre-
sented by a set of differential equations:

dw;(t)
dt

= — cyw;(t) + Z dij fi(w;(t))

Jj=t
+D e fi(wi(t—7)) + J;
Jj=t
i:1727"'7n7 (1)

where the total number of neurons is n,the 3" neuron state
of the vector at time ¢ is w;(t). In addition, e;; and d,; are
the connection weights between the i*” and j** neurons with
and without time delays, respectively; c¢; indicates the rate
of charge for the i'" neuron; f;(-) denotes the activation
functions at time ¢ and ¢ — 7, with 7 denotes the constant
time delay. Besides that, .J; represents the vector with con-
stant input between the neurons. The matrix vector form of

equation (1) is as follows:

w(t)

—Ccw(t) +2f(wi) + Ef(wit—71)+J, (2)

where w(t) = [wi(t),wa(t), - ,w,(t)]T € R*, ¢ =
diag(ci > 0), E = (eij) e Rv*n p = (d”) € RPxn,
fw(t)) = [fi(wi(t)), fo(wa(t)), -, fulwn())]" € R
and J = [Ji,J2,-++,J,]T € R™ The most common
approach for handling the delayed NN model is to make the
connection weight matrices D = (d;j)nxn, E = (€ij)nxn
and ¢ = diag(c; > 0) in an interval, i.e.,

cr={c=diag(c;) : 0= C=C=C,
ie,0<¢; <¢; <¢,i=1,2,---,n}
’D[:{@:(dij) DX @j@, ie., dij Sdij Sgij7}
E[:{f:(eij) Igjfj%, ie., Qij Seij Séijy
1, =1,2,--- ,TL}

(3

By using equation (3), we can define matrices D%, D,, £*
and E,:

' = D+ D). 0. = (D D) “)
2 2

r=l@Eip, n=t@ z 5

_5( +7), *—5( —7) Q)

Definition 1. The NN model given in (2) with the network pa-
rameters satisfying (3) is globally robust stable if the unique
equilibrium point w*(t) = [wi(t),ws(t), -, wi(t)]T €

R™ of the model is globally asymptotically stable for all
cec,DeD,EE E.

VOLUME 4, 2016

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/ACCESS.2020.3016743, IEEE Access

Author et al.: Preparation of Papers for EEE TRANSACTIONS and JOURNALS

IEEE Access

Definition 2. A slope bounded function has some positive
constants k; such that

< fi(w) - fi(v)

<k, VwveERw#v,i=12--,n

A slope-bounded activation function of f; is used in this
study, in which the class of functions is denoted by f € k.
Note that it is not necessary for this class of functions to
be monotonically increasing, differentiable, and bounded.
The upper bounds for the norm of the connection weight
matrices D = (d;;) and £ = (e;;) of model (2) play a
vital role for finding the sufficient conditions with respect
to the global robust stability analysis. Given matrices 9 and
Z, four different upper bounds of their norm have been dis-
cussed in the literature. So, we first restate the four existing
upper bounds with respect to the norm of interval connection
weight matrices D and .

Lemma 1. [7]- [10] A matrix E is defined by E € E; as
in equation (3), £* and ‘E. are the matrices defined as in
equation (5)

Let Ty (E) = /|[| (E)TE* [ +2 | (£9)T | £ + ETE. |2,
Ty(E) =
Ts(2) = & ||2 + | E |3 +2 | EL [ £ ||| and

Ty(E) =|| £ ||2, where £ = (613) with
éij - maa:(| gzg | | ez] |)
i=1,2,3,4

< Ti(E), where

Lemma 2. [25] Suppose E € E; is any matrix defined as in
equation (3), * and E, are defined as in equation (5), then

| Z 2 < T5(%),

where T5(E) =
Vmar (| (E)TE [+l [ £ [+ [ (29T | £ + £ ).

Our major contribution of our current study is to derive
a new upper bound with respect to the norm of matrices D
and E. Specifically, we formulate the new upper bound with
respect to the norm of interval connection weight matrices D
and Z in the following form.

Lemma 3. Suppose E € E; is any matrix defined as in
equation (3), E* and E. are the matrices defined as in
equation (5), then

| Z 2 < To(E),

where

T5(%) = \/Ama(| (£9)TE" | +287 | £ | 42T E,).

Proof. If £ ¢ Er, then ¢;; can be written as follows:

1. 1,
€ij 25(61‘1' + ;) +tij 5(61‘]‘ — ), 1 <ty; <1,
(or)
1 1 .
L=(eij) = 5(E+E)+ A S(E~E) = £ + ALy,
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where A = (t;j)nxn. 4§ = 1,2,---,n. For any vector
w(t) = [wi(t),wa(t), - ,w,(t)]T € R™, we can write
w' ETEw =0 (E* + AE)T (2" + AE)w
=wl (29T 2*w + wT (E) T AEw
+wT el ATE* w + wl T ATAEw
=wl (29T 2*w + 20T EL AT E W
+wT T ATAEw
<lw” || (5% ||w)
+2 T || ZTAT || 2 || w|
+wh [ £fAT [ AL, ||w].
Since | AZ, | < ., we have
| | £ AT || £ ||w | < [wh | 2] |27 || w]
and
| w | EFAT | AE | w | < |w [ £ E | w].
Therefore,
w'E 2w < JwT[|(E)TE || +2 | w [ £] | £ || w |
+wh | £ [w]
:|wT|(\(f*)Tf*|+2ff|Z*|+fff*)|w|
Dmao(| (BT E" | 1220 | £° |+ E)w"w
(KAl <)\max(\ ()7 e* | +22] | £° | +£] £
£ |2 <\/)\ma1(| )T | 4227 | £ | +2TE,).

(or)

I'E [l < To().
Hence the proof. O

Remark 1. The results in Lemma 1-3 always hold for the
connection weight matrix D, ie, | D |2< Ti(D), i =
1,2,3,4,5,6.

Lemma 4. For any matrix € € E;, T5(E) < T1(E) and
Tg(f) < Tl('E)

Proof. Since

()% | 427 |2 | 4] ()7 | £ + 27
=5l (&) | 4227 | 2" | 42T gt | ()72 |
vl (2T | £+ 2l E)
()72 | 4T |2 |+ () | 2+ 22
=5 [ (272" | 227 | £° | +27
FLEYE | 2] ()7 | £+ 2R
<5 Il E)E | 4oEl | 2| 42T |,
Fo Il E)TE 42| (2 | £+ 2T |,
= (=72 | 42| () | 2+ £
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I (EDTE |+ |2 |+ | ()T | £ + ETE, ||2 whereu(t) = (uy(t), ua(t), - -+ ,u,(t))Tis the new state vec-
<IH(E)TE |42 ()" | £ + 7 L, [|l2= T2(E). tor, g(u(t)) = (g1(u 1t(t)),gz(w(t))£- > g (un (1)) ind
Since, Ayus (1) <|| 3 [|o. for any square matrix M. Tg))(T 7)) = (g1(ur(t—=7)), g2(uz(t—7)), -+, gn(un (t —

Hence from the above inequalities, we have
Theorem 1. Let the activation function g € k. The origin

T5(E) < T\(Z). of NN (7) with network parameters satisfying equation (3) is
In addition, GARS if there exist diagonal matrices M = diag(m; > 0)
and K = diag(k; > 0) such that

Qs = 2CMK ! — (3* + (D) M+ || MD, + DI || 1)
—2|| M || Ts(E)I > 0.

Amao(((E9)TE* | 422 | £ | +£]E,)
i e)Te [ +2] ()" | B+ 212 ||
Hence T45(E) < T1(E). O

Proof. We utilize the following positive definite lyapunov-
Lemma5. [14] Suppose w(t) = [wy(t),wa(t), - ,w,(t)]T €

’ i ' ) functional:
R", and D € Dy is a matrix defined as in equation (3), then wit)
the following inequalities holds for any positive diagonal - ‘
matrix M : V(u(t)) = u” (t)u(t) + 252 / m;gi(§)d€
i=1
wT (MD + DT ) w <wT (M* + ()T 0
G n
+ | 2D+ D7t Iz Dy, rOun [ fuid  ®
where D* and D, are defined as in equation(4). =17
Lemma 6. /9] Suppose w(t) = [wy(t), wa(t), - ,w,(t)]T € where the m;, d,n and p are some positive constants to be
R™, and D € Dy is a matrix defined as in equation (3), then determined later. The time derivative of the above lyapunov-
the following inequalities holds for any positive diagonal functional along the trajectories of the model (7) is obtained
matrix M: as follows:
w? (M + DT M yw < — |wT | Z | w |, V(u(t)) = —2uT (t)cu(t) + 2uT (t)Dg(u(t))

where Z = (zij)nxn With zi = —2m;d;; and z; = +2u” () Eg(u(t — 7)) — 269" (u(t)) MCu(?)
—maz(| midi; +mjdj; |, | mid;; +mjd;; |), + 209" (u(t)) MDg(u(t))
Jori# J. + 209" (u(t)) MEg(u(t - 7))
Ill. STABILITY ANALYSIS +0p || g(u(t)) ”2 —op || g(u(t — 7)) H%
We find some new sufficient conditions with respect to +n |l g(u(?)) ||2 =1 || g(u(t — 7)) ||§ . )
the global robust stability of our model (1) which will be we write the followine inequalities:
achieved with the help of lemma 2 and 3 for the norm &1heq ’
of delayed connection weight matrices. Further, we denote —uT(t)cu(t) + 2u” (t)Dg(u(t))
the equilibr‘ium point of (1) by w* apd use some proper < gT(u(t))Q)TC_lﬂ)g(u(t))
transformation say u;(.) = w;(.) —w*,i = 1,2,..., n. After

2 -1 2
giving such transformation, the network model (1) can be put <l 2l e™ ll2ll g(u(®)) 112 (10)

in the following form: T T
—aT () cult) + 2u" () Eg(u(t — 7))

() = —cu(t) + Zdugj u;(t)) + Zrijgj(uj(t - 7)) < gT(u(t))fTC_lfg(u(t —T1))
= <[ £ B3l ™ llall gult = 7)) 113 (11
(6)
where g; (u;(.)) = fi(wi(.) +w}) — filw]),i=1,2,...,n. 209" (u(t))MEg(u(t — 7))
Moreover the functions g; will satisfy the assumptions of <26 || ME |2 g(u(®)) |-

fisice., f € k implies that ¢ € k. with g;(0) = 0,i =

1,2,...,n. Also that this transformation shifts the equilib- | g(u(t —7)) [|2 )
rium pointw* of (1) to the origin of (6). <6 || ME 2]l g(u(?)) II3
Now, our aim is to prove the stability of the origin of the + 0 || ME ||| g(u(t — 7)) ||§
transformed model (6) instead of considering the stability of <O || M |2]| E ||2]| glul(t)) ”
w*. -
2
The matrix form of neural network model (6) can be +0 M 2l £ llaff g(ult — 7)) 2
written in the form: <0 || M |2 To(E) || g(u(t)) ||3
2
a(t) = —cu(t) + Dg(u(t)) + Eg(u(t — 7)) (7) +o | M2 Ta(E) [| g(ult —7)) 2 (12)
4 VOLUME 4, 2016
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—26g" (u(t))Mcu(t) < —20g" (u(t))MCK " g(u(t))
(13)

By applying equations (10)-(13) in (9) results in:

V() <[ 31 " llall g(ul®)) 113
+ 2130 7 2l glult = 7)) 113
— 289" (u(t)) MCK ™ tg(u(t))
+ 397 (u(t))(MD + DT ) g(u(t))
+o |l a2 To(E) || 9(u®)) I3
+6 || 9 ||2 To(£) || glult — 7)) |13
+op || g(u(®)) I3 —op || gut — 1)) |13
+ | glw®) I3 —n |l glult —7)) |3 -
Since || D [2< Ts(D), | £ [2< Ts(E)and || ¢~ [2<]|
(c™Y) |l2 V(u(t))can be written as follows:
V(u(t)) <TZ(D) || " 2]l g(u(t)) [I3
+TZ(E) || 7 Il glult — 7)) 3
— 259" (u(t)) MCK ™~ g(u(t))
+ 89" (u(t))(MD + DT al)g(u(t))
+0 || M |2 To(E) [ g(u(t)) [I3
+6 || 9 ||2 To(E) || glult — 7)) |3
+ou | glu(®)) 13 —op |l glult — 7)) |13
+ [ glw®) I3 —n |l glult —7)) |3 -
By taking ) = T¢(£)? || ¢™" ||z and pu =|| M ||2 T(E), we
can write V' (u(t)) in the form
V(u(t) < (T2(D) + THE) | ¢l o) 3
— 209" (u(t)) MK g(u(t))
+ 89" (u(t))(MD + DT ) g(u(t))

+26 || M |2 To(E) || g(u(?)) |3 (14)

Using the result of lemma 5, we write

9" (u(®))(MD + DT M) g(u(t)) < g (u(t))(MD" + (D*) "M
+ || MD + DI |]2)g(ult))

Applying the above inequality in (14) yields

V(u(t)) < (T5(D) + T3 (£)) [ ¢ o]l g(u(®)) 113
— 269" (u(t))MCK ™ g(u(t)) + dg™ (u(t))
(MD* + (D) M+ || MD, + DI M ||2)g(u(t))
+20 || M 2 To(E) || g(u(t)) |3
= (T3(D) + TZ(E)) | ¢ ll2ll glu(t)) |12
— 69" (u(t))Q6g(u(t))
Since (g is a positive definite matrix, from (15) it follows
that
V() < (T2(D) + TE) || ¢ ] 9(u(t)) 13
— 0 (Q6) || g(u(t)) |13 -

5)

(16)

VOLUME 4, 2016

(TE(D) + TE(E) [ €7 |12
that V' (u(¢)) is negative definite for all g(u(t)) # 0. Since
g(u(t)) # 0implies that u(t) # 0. If g(u(t)) = 0 and u(t) #
0, then V (u(t)) can be written in the following form:

V(u(t)) = —2u” (t)cult) + 20" (t)Eg(t — 1)
—ng" (u(t = 7))g(u(t — 7))
— Sug" (u(t — 7))g(ult — 7))
< —2uT(t)cu(t) + 20T (t)Eg(t — T)

—ng” (u(t —7))g(u(t — 7).

Since —u”'(t)cu(t) + 2uT (t)Eg(t — 7) — ngT (u(t —
™Ng(u(t — 7)) <0, we have V(u(t)) = —uT (t)Cul(t).
Therefore V (u(t)) is negative definite for all u(t) # 0. Fi-
nally, consider g(u(t)) = 0 and u(t) = 0. Then, V (u(t)) =
—ng" (u(t —7))g(u(t — 7)) — opg" (u(t — 7))g(u(t — 7)).
It is obvious that V(u(t)) is negative definite for all
g(u(t — 7)) # 0. Hence, we have V (u(t)) = 0 if and only if
u(t) = g(u(t) = g(u(t—7)) = 0, otherwise V (u(t)) < 0.In
addition, V' (u(t)) is radially unbounded since V' (u(t)) — oo
as || u ||— oc. Hence, we conclude that the origin of system
(7), or equivalently the equilibrium point of the neural system
(2) is GARS. O

If we take § > , then it follows

Theorem 2. Let the activation function g € k. The origin
of NN (7) with network parameters satisfying equation (3) is
GARS if there exist diagonal matrices M = diag(m; > 0)
and K = diag(k; > 0) such that

Q5 = 2cMK " — (MD* 4+ (D) M+ || MD, + DI M ||5 1)
—2|| M || T5(E) > 0.

Proof. By utilizing the result in lemma 2, we get similar to
the arguments discussed as in Theorem 1. U

Now, we apply the results of lemma 2, 3 and 6 we get some
new sufficient conditions for the GARS of model (7).

Theorem 3. Let the activation function g € k. The origin
of NN (7) with network parameters satisfying equation (3) is
GARS if there exist diagonal matrices M = diag(m; > 0)
and K = diag(k; > 0) satisfying the following sufficient
condition

O =2CMK '+ 22| M ||y T¢(E) > 0,

where Z = (zij)nxn With zi; = —2m;d;; and zij; = —max(|
mideij +mjdji |, | mid;; +mydy; |) fori # j.

Proof. From lemma 6, we have

9" () (MD + DT ) g(u(t)) < — | " (u(t) | 2| " (u(t)) | .

By applying the above inequality in (14) yields:
V(u(t)) < (T3 (D) + T(E)) | € ll2ll g(u(t)) I3
— 209" (u(t)) MCK " g(u(t))
—0[g"(u®) | 2] g" (u®)) |
+26 || o 2 To(E) || gu®)) |13
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= (T3(D) + Tg(R)) || € llall g(u(®)) |13
=30 g"(u(t)) | O | g" (u(t)) | (17)

Since BOg is a positive definite matrix, (17) can be written as

V(u(t)) < (T§(D) + TE(E)) | ¢ |zl glu(®)) I3
= Amin(©6) || g(u(®)) |13 - (18)

Note that (18) is exactly in the same form as (16) other than
that g is replaced by ©¢. Hence, we conclude that Og >
0 gives the sufficient condition for the GARS of the neural
network model (7). O]

Theorem 4. Let the activation function g € k. The origin
of NN (7) with network parameters satisfying equation (3) is
GARS if there exist diagonal matrices M = diag(m; > 0)
and K = diag(k; > 0) satisfying the following sufficient
condition

Os =2CMK '+ 2— 2| M || T5(E)] > 0,

where Z = (Zi])an with z;; = 7277“3” and Zij = 7mCLI'(|

mydij + m;dyi |, | mid;; +m;d;; |) for i # j.

Proof. By utilizing the result in lemma 2, we get similar to
the arguments discussed as in Theorem 3. O

IV. COMPARISONS

In this section, we compare our new sufficient conditions
with recent literature results. From lemma 1 the different
upper bounds T;(E), j = 1,2,3,4 have been given. By
using these different upper bounds, we get different sufficient
conditions for the stability of equilibrium point which are
discussed in [7], [9]. The next Theorem clarifies these results.

Theorem 5. [7]-[10] Let the activation function g € k. The
origin of NN (7) with network parameters satisfying equation
(3) is GARS if there exist diagonal matrices M = diag(m; >
0) and K = diag(k; > 0) satisfying one of the following
sufficient conditions:

Q; =2cM K~ — (MD* + (D) M+ || M,
+DIM |2 1) = 2| o ||2 TH(E)] >0,

where j = 1,2,3,4, D*, D, and E*, E, are defined as in
equations (4) and (5) respectively.

Remark 2. From the result in Lemma 4, we have Tg(E) <
T1(E) and T5(E) < T1(E). Moreover, the sufficient condi-
tions Qg, 5 and Q) are derived from the upper bounds of
T6(E), T5(E) and T1(E) respectively. The result Ts(E) <
T1(E) implies that Q¢ < Qq for all network parameters
satisfying (3), while the result Ts(E) < Ty(E) implies that
Q5 < Qy for all network parameters satisfying (3). Hence,
the new sufficient conditions of Qs and Qg always give the
less conservative results than that of condition 21 in Theorem
5.

Theorem 6. [7]-[10] Let the activation function g € k. The
origin of NN (7) with network parameters satisfying equation

6

(3) is GARS if there exist diagonal matrices M = diag(m; >
0) and K = diag(k; > 0) satisfying one of the following
sufficient conditions:

0, =2CMK ™+ 22| M || T;(£)I >0,

where j = 1,2,3,4, E*, E, are taken as in equation (5), Z =
(2ij)nxn With z;; = —2m;d;; and zij = —max(| mydij +
mjdj; |, | mid;; +m;d;; |) fori # j.

Remark 3. From the result in Lemma 4, we have Tg(E) <
T\ (E) and T5(E) < T1(E). Moreover, the sufficient condi-
tions Og, O35 and ©1 are derived from the upper bounds of
T6(E), T5(E) and T\ (E) respectively. The result T5(E) <
T1(E) implies that ©g < Oy for all network parameters
satisfying (3), while the result T5(E) < T1(E) implies that
05 < O for all network parameters satisfying (3). Hence,
the new sufficient conditions of ©5 and Og always give less
conservative results than that of condition ©1 in Theorem 6.

Remark 4. In this paper, the obtained sufficient conditions
are valid for the time-varying delay. Since the new sufficient
conditions of neural network model (2) are independent of
the time delay parameter. So the obtained results are valid
for time-varying delay.

The unified result of sufficient condition with respect to the
GARS of the NN model (2) is as follows.

Theorem 7. Let the activation function f € k. For each input
J, the NN (2) with network parameters satisfying equation
(3) is GARS if there exist diagonal matrices M = diag(m; >
0) and K = diag(k; > 0) such that

b =2CMEK ™" —F =2 || M ||2 Tn(E)I > 0,
where T,,(E) = min{T;(E) :|| £ |2 < Ti(E), Vi =
132737"' )n}r Q)*;

D, and E* , E, are defined as in
equations (4) and (5) respectively.

Remark 5. In this paper, the obtained sufficient conditions
are always valid for the uniqueness and existence of an
equilibrium point of the NN model (2). Moreover, the unified
result given in Theorem 7 is also valid for the uniqueness and
existence of an equilibrium point of the NN model (2).

V. NUMERICAL EXAMPLE
Now we demonstrate the advantages of our results with an
example as follows.

Example V.1. Consider the following network parameters of
the NN model (2).

1 -1 -1 -1 1111
121 -1 —1] - 111 1
D=a\ 1 1 1 q"P=Ty 11 1)
121 -1 -1 111 1
10 -2 1
o 1 2 1
=% 90 o0 -1 1|’
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E=a 9

1 -2 1 -1
Letkiy =ko =ks =ks=landc) =¢cy =¢c3 =¢4, =
13.76. From the above matrices, we get

000 0 11 1 1
. oo oo ot 1
=100 o7 11 1|°
000 0 111 1)

0 0 -2 1]

. lo 0o —2 1
E=al g o o 1|

1 -2 1 1]

100 0 10 2 1]
e 0100 o Jo1 21
*=%0 0 1 07" %2 01 1
000 0 12 1 1

Using the above parameters, we calculate the following
upper bounds for matrix ‘E:

Tu(2) =/l (BT 2" | 42| (£9)7 | £ + £, |2 = 4.42320,
Ta(2) =(| £ ||z + || £« ||2) = 4.7362a,

Ta(£) =\/Il £ 113 + || £« 3 +21| £7 | £* |[l2) = 4.6260a,
Ty(E) = || £ ||2= 4.3918a.

Ts(£) =\/xmaa(| (£9)TE* | +2L | £° | + | £* | £ + £T'E.)
=4.3918a,

T6(E) :\/Amax(\ (5)TE* | +2€L | £* | +£1 £.) = 4.3536a.

Here, T4(E) < Ti(E) and T5(E) < Ti(E). Moreover,
based on the network parameters specified in the example,
we have T, (E) = min(T;(E)), where i = 1,2,3,4,5,6.,
ie., T, (E) = 4.3536a = T5(E).

The results of Qs and Qg are compared with those of
Q1, Qqo, Q3, Q4 in Theorem 2 by taking M as an identity
matrix. As such, Qg and Q5 are calculated as follows.

Qs =2CMK ™' — (MD* + (D*)' M
+ || MD, + DIM |2 T) =2 || M [|2 To(E)]
=(27.52 — 16.7072a)1.

Qg > 0 provided a < 1.6471. For the sufficient condition
Qg > 0, the NN model (2) is robust and stable whenever
a < 1.6471. Now, Q5 is calculated as follows:

Qs =2cMK ! — (vD* + (D*) T
+ || MO, + DI || ) — 2 || M |5 T5(E)1
=(27.52 — 16.7836a)I.

Qs > 0 provided a < 1.6396. For the sufficient condition
Qs > 0, the NN model (2) is robust and stable whenever
a < 1.6396. The computations of 0y, s, Q3 and Q4 are as
follows:

O =2cMK ! — (mD* + (D) M

VOLUME 4, 2016

+ || MD, + DIM |2 1) =2 || M ||2 T (E)]
=(27.52 — 16.8464a)1.

Q1 > 0 provided a < 1.6335. For the sufficient condition
Qq > 0, the NN model (2) is robust and stable whenever
a <1.6335

Qy =2CMK ™' — (MD* + (D*)T
+ || MD, + DI |2 T) =2 || M |5 To(E)]
=(27.52 — 17.4724a)1.

Qo > 0 provided a < 1.5750. For the sufficient condition
Qo > 0, the NN model (2)is robust and stable whenever a <
1.5750.

Q3 =2cM K~ — (vD* + (D*)T M
+ || MDA+ DIM |2 1) = 2| M ||2 T3(E)1.
=(27.52 — 17.252a)1.

Qs > 0 provided a < 1.5951. For the sufficient condition
Q3 > 0, the NN model (2) is robust and stable whenever
a < 1.5951.

Q4 =2cM K~ — (vD* + (D*)T
+ || MD, + DIM |2 1) =2 || M |2 Tu(E)1.
=(27.52 — 16.7836a)1.

Q4 > 0 provided a < 1.6396. For the sufficient condition
Q4 > 0, the NN model (2) is robust and stable whenever
a < 1.6396.

Again we compare our results Os and ©Og with
©1,05,03,0, in Theorem (3) by taking M as an identity
matrix and Z as in the form:

-2 -2 -2 =2
-2 -2 -2 =2
-2 -2 -2 =2
-2 -2 -2 =2

Z=a

Now, ©¢ and O are calculated as follows:

O =2CMK '+ 22| M ||2 To(E)I
= (27.52 — 8.7072a)I + z.

Here ©g > 0 provided a < 2.2418. For the sufficient
condition ©g > 0, the NN model (2) is robust and stable
whenever a < 2.2418.

Qs =2CMK ™' + 22| M || T5(E)]
= (27.52 — 8.7836a)I + Z.

Here ©5 > 0 provided a < 2.2223. For the sufficient
condition ©5 > 0, the NN model (2) is robust and stable
whenever a < 2.2223.

O =2CMK ' +z-2|| M || T (E)I.
= (27.52 — 8.8464a) + 2.
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Here ©1 > 0 provided a < 2.2065. For the sufficient
condition ©1 > 0, the NN model (2) is robust and stable
whenever a < 2.2065.

Oy =2CMK ' + 22| M || To(E)I,
= (27.52 — 9.4724a)I + z.

Here ©5 > 0 provided a < 2.0607. For the sufficient
condition ©y > 0, the NN model (2) is robust and stable
whenever a < 2.0607.

O3 =2CMK ' + 22| M ||2 T3(E)],
= (27.52 — 9.2520a)I + z.

Here ©3 > 0 provided a < 2.0710. For the sufficient
condition ©3 > 0, the NN model (2) is robust and stable
whenever a < 2.0710.

Oy =2CMK '+ 22| M ||2 T4(E)I,
= (27.52 — 8.7836a)I + z.
Here ©4 > 0 provided a < 2.2223. For the sufficient

condition ©4 > 0, the NN model (2) is robust and stable
whenever a < 2.2223.

We will give simulation figure to verify the utilization of
our results. For this, we consider the following fixed NN
parameters:

5 0 0 0 1 0 0 O]
0 15 0 0 01 00
€=lo 0o 15 of'""|o o 1 of
0O 0 0 15 0 0 0 1]
1 0 -2 1]
F_|0 1 -2 1
T l=2 0 1 1
1 -2 1 1]
0.5 T T T T T
_ul(t)
0.4 w| ]
03 U301 4
_u4(t)
0.2 | 1
% 01 ]
§ -0.1 1
-0.2 4
03 1
0.4 4
05 ' ' ' ' '
0 0.5 1 1.5 2 25 3
Time
FIGURE 1. System solution for the initial states «(0) = [—0.2,0.42,0.2,0.5]
Let the activation function (u(t)) = tanh(u(t)) and

constant time delay 7 = 0.5, the state response is given in
Figure 1.

8

From this example, our sufficient conditions €25, {)g and
O5, Og are less conservative than those imposed by the
earlier results of §2; and ©;, where i = 1, 2, 3, 4 respectively.
We have proved that the obtained upper bound T5(E) is the
minimum as compared with T} (‘£) and also the upper bound
Ts(E)is the minimum as compared with 77 (‘). Based on
this illustrative example, it is evident that our results are
more beneficial as compared with those in previous studies.
While our sufficient conditions may have less advantage
than the existing stability conditions for different sets of
network parameters, all such results provide the required
sufficient conditions. Therefore, a unified condition is given
in Theorem 7 which is less conservative than the previous
results.

VI. CONCLUSION

A new upper bound has been derived with respect to the
norm of interval connection weight matrices of dynamical
delayed NN models in this study. We have shown that our
upper bound gives the minimum result as compared with
those of some existing upper bounds with respect to the norm
of interval connection weight matrices. Based on the result,
we are able to derive the new sufficient conditions pertaining
to the global robust asymptotic stability of the NN model (2).
The unification of our current result as compared with the
previous robust stability results has clearly demonstrated that
it is a generalization of robust stability results. Finally, we
have presented a numerical example satisfying our require-
ments, which clearly ascertains the advantages of our finding.
In future, this work can be extended to stochastic NN under
parameter uncertainties.
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