
Payap University Research Symposium 2018

 February 9, 2018 Research & Academic Service Office 

106

 

 

Performance comparison of Data Mining Techniques for  

Classification Academic Performance of Computer Student program 
1 2 

Worrarat Jongkraijak and Bhurisub Dejpipatpracha 

 

 

 3 

1 Neural Network 2 Naïve Bayes 3 k-Nearest Neighbor

930

8 

k-Nearest Neighbor

71 18 Neural Network Naïve Bayes 57 74

55 87 k-Nearest Neighbor

1

2 3 4 5  6

7 8 9  

 

 

 

ABSTRACT 

This research aims to compare performance of 3 data mining techniques  Neural Network, Naïve 

Bayes, and k-Nearest Neighbor, that which one is the most effective technique to classify data The import 

data is high school academic performance of students who were studied in Phuket Rajabhat University 

Computer program since year 2011 2015 totally 930 datasets The Data set includes the first semester 

in university average academic performance, high school GPAX, and each 8 course categories GPAX

Finally, the data mining technique comparison result found that k-Nearest Neighbor is the highest 

efficiency was 71 18 that more than Neural Network and Naïve Bayes techniques, which had an average 

accuracy of 57 74 and 55 87 respectively Therefore, to use k-Nearest Neighbor to reduce the inputs 

data in order to determine the factor that affect the academic performance of students in the first 

semester The descending order most affected course is Occupations and Technology, Arts, Social Studies,  
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Training Set

Testing Set k k-Fold Cross 

Validation

k 

3 3 

Iteration 1 : train on                          , test on2 3 4 5 1

Iteration 2 : train on                          , test on1 3 4 5 2

Iteration 3 : train on                          , test on1 2 4 5 3

Iteration 4 : train on                          , test on1 2 3 5 4

Iteration 5 : train on                          , test on1 2 3 4 5
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4 1  

GPA_TH GPA_Math GPA_Sci GPA_So GPA_Gym GPA_Art GPA_Tech GPA_EN GPA_Entry GPA_T1 

2 43 1 62 2 77 4 00 3 00 2 55 3 43 2 42 2 83 2 78 

1 80 2 16 2 08 2 29 2 38 3 46 3 27 1 82 2 42 1 85 

2 35 1 82 2 33 2 88 3 25 3 75 3 47 1 41 2 80 3 14 

          
 

4 1  

1. GPA_TH  

2. GPA_Math  

3. GPA_Sci  

4. GPA_So  

5. GPA_Gym  

6. GPA_Art  

7. GPA_Tech  

8. GPA_EN  

9. GPA_Entry  

10. GPA_T1  

 

GPA_T1

3 1 Excellent

3 00 4 00 2 Good 2 00 2 99 3

Poor 1 00 1 99 4 2 

 

4 2  

GPA_TH GPA_Math GPA_Sci GPA_So GPA_Gym GPA_Art GPA_Tech GPA_EN GPA_Entry GPA_T1 

2 43 1 62 2 77 4 00 3 00 2 55 3 43 2 42 2 83 Good 

1 80 2 16 2 08 2 29 2 38 3 46 3 27 1 82 2 42 Poor 

2 35 1 82 2 33 2 88 3 25 3 75 3 47 1 41 2 80 Excellent 
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 169 75 20 64 02  
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 59 09  47 99  66 36   
 



Payap University Research Symposium 2018

 February 9, 2018 Research & Academic Service Office 

114

5 1 57 74

66 36

59 09

47 99 75 

93  

 

5 2 Naïve Bayes 

Classification  

Actual  

   
 

 181 107 36 55 86  

 67 126 72 47 55  

 
38 90 212 62 35  

 63 29  39 01  66 25   

 

5 2 55 87

66 25

63 29 39 01 

107 90  

 

5 3 k-Nearest Neighbor 

Classification  

Actual  

   
 

 272 57 26 76 62  

 14 179 84 64 62  

 
0 87 211 70 81  

 95 10  55 42  65 73   

 

5 3 71 18

95 10

65 73 55 42

57 87  

5 4 



Payap University Research Symposium 2018

February 9, 2018 Research & Academic Service Office 
115 

5 4  

 Accuracy  Precision  

Neural Network 57 74  58 08  

Naïve Bayes 55 87  55 25  

k-Nearest Neighbor 71 18  70 68  
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